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1 Introduction

Partial differential equations (PDEs) belong among the natural and important parts
of mathematics. Many of them have a strong physical background and their final
forms often rise from continuum mechanics. It leads to widespread applications of
PDEs. We must be, however, aware of the fact that PDEs are only approximations
of reality. The approximations can be more or less suitable but in any case, many
questions related to their solutions should be answered. The most important ques-
tions are related to the existence and uniqueness of solutions and their properties.
Answers to the questions enable us to understand how good the equations are for
solving real-world problems. The answers can be further used for predictions or
optimizations. Other properties of the solutions are related to their regularity or
various kinds of asymptotic behavior. The last category can provide us with in-
formation about hidden properties of the solutions, unknown connections, and the
limits of usability of the respective equations.

The asymptotic behavior of the solutions often involves their behavior for time or
space variables tending to infinity. Other problems are related to homogenization.
In the habilitation thesis, we will, however, pay attention to a different type of
asymptotic behavior, namely dimension reduction. The dimension reduction was
done mostly intuitively and the reasoning was very simple. Let us assume we have
a partial differential equation modeling a three-dimensional problem. If we have
some additional information that in one or two spatial dimensions nothing happens
we can simply cancel coordinates of corresponding vectors like velocity field and we
get a partial differential equation with a lower number of spatial dimensions which
is often easier to solve (in general, it is not so straightforward as we will see in the
section about elasticity). However, the natural question arises: Can we get the same
result if we follow a mathematically rigorous path? By the mathematically rigorous
path, we mean a limit process such that some of the quantities or components of
vectors converge to zero. If the answer is positive then we are in coincidence with
our physical intuition. If not, then we have probably discovered a limiting factor for
given partial differential equations or we have found out that our intuition mislead
us. The next important thing is how boundary conditions in a higher-dimensional
problem change respective to lower-dimensional equations. This kind of problem
starts to be more complicated in the case of deformed domains. In this case, the
deformations of the domains affect the limit process and limit equations. There
are three approaches to tackling the problem. The most natural approach seems
to be to simply estimate the difference between the three-dimensional solution and
the solution of a given or known in advance lower-dimensional model. The second
approach is based on the constrained method and the last one requires transforming
the problem on a referential domain and then using techniques such as the formal
series expansion, scaling, and a priori estimates.

The study of the dimension reduction process has also one important conse-
quence in numerical mathematics. If you want to compute an approximate solution
using a numerical approach then you can suffer a failure if one or two dimensions
are much smaller than the next ones. However, in case you can control the dimen-
sion reduction process, you can use lower-dimensional models for the construction
of approximate solutions without the disproportionate relations among dimensions.
The usage of the lower-dimensional models can save a lot of computational time
and the lower-dimensional models are often better theoretically understood.

There is also another problem, especially in elasticity. If you have a ”lower-
dimensional” elastic body, you have several available theories based on different
geometrical or mechanical assumptions. But which of them is the most suitable
for your elastic body? And what is its relation to the respective three-dimensional
elastic model?



In the habilitation thesis, we want to present, how the dimension reduction ap-
proach can be used for the derivation of limit, lower-dimensional partial differential
equations for elastic materials and fluids. We pay attention to more complicated
cases where respective domains are somehow deformed. The two pieces of stuff
selected for the thesis rank among the most important and the most studied parts
of PDEs. It is necessary to say that there is no one equation for elastic materials
and one equation for fluids. Both of them can be described by vast quantities of
partial differential equations that are related to the properties of the material and
to the kind of problem we want to solve. You can thus find linear and nonlinear
equations, steady and non-steady equations, etc.. It means that there is no unique
approach to the corresponding PDEs and many of them require special treatment
and technique. Fortunately, the basic ideas related to dimension reduction seem
to apply to many of the equations and the rest can be tuned in such a way that
involves special properties of the studied equations.

In the habilitation thesis, we thus study two systems of equations related to elas-
tic problems and one system of equations related to compressible fluids. A unifying
factor of the thesis is the deformed domain where we study the systems. In the case
of elastic materials, we pay attention to curved rods which leads to one-dimensional
systems. In the case of fluids, we derive respective two-dimensional systems using
shells as deformed domains. The paper consists of several parts. In Section 1, we
give an overview of elasticity and fluids together with the current state of the art
related to dimension reduction. In Section 2, we summarize the contribution of
the author of the thesis to the topics related to dimension reduction. Section 3
deals with equations we want to study together with their boundary and initial
conditions. We also suggest the main difficulties that must be overcome during
our limit process. In Section 4, we introduce frameworks for deformed domains.
We show how to describe the curved rods and shells using suitable mappings and
referential straight domains requiring some kind of symmetry. We also introduce
basic notation and function spaces together with a special function space related to
our problems. We further mention basic inequalities and properties we will use in
the next sections. In Section 5, we show how dimension reduction works for elastic
problems. First, we pay attention to a dynamic linear model. Second, we study a
dynamic nonlinear model involving heat. Section 6 contains an application of the
dimension reduction to the Navier-Stokes equations for compressible, nonlinearly
viscous fluids.

1.1 Elasticity

To study a real-world problem, it is often necessary to describe it by equations. One
of the main sources of the equations is continuum mechanics. As introductory books
related to elasticity, we can recommend the books [205], [216], and [89]. A more
subtle approach can be found in [203] and [204]. We can of course find some more
recent literature as [69] and [60]. A comprehensive introduction to elasticity and
respective mathematical treatment can be found in [42]. The book can also serve as
a good review of what was done in elasticity up to the year 1988. To go deeper in
the mathematical treatment of elasticity we can also recommend the classical liter-
ature as [73] and [159]. Mathematically oriented treatments of nonlinear elasticity
can be found in [163] and [16]. As we can see from the above-mentioned books,
the amount of literature related to elasticity is huge despite the fact we have not
mentioned anything about numerics, optimizations, etc. As the last introductory
literature, we thus recommend the reader the book [181], where he can also find vari-
ous applications of elasticity and an introduction to the numerical treatment. There
are also various extensions of elasticity. One of them called thermo-visco-elasticity
couples the equations for displacements with the heat equation. The solvability of



the respective systems is however far from easy (see for instance [160] and [165]).
Sometimes it is possible to prove only the local-in-time existence of the solution as
can be seen in [215]. The whole mathematical theory related to elasticity has also a
big influence on the theory of more general nonlinear partial differential equations
[178].

Now, we pay attention to the main ideas related to the dimension reduction.
Let us start with the static linear elasticity represented by the equation

—div (A(Du)) =f in Q, (1.1.1)

(A)ijir = AR = NI SM 4 (567" 4 571 57F). (1.1.2)

A and g are the Lamé constants related to elastic response and §% stands for the
Kronecker delta and Du is the symmetric part of the gradient of a displacement,
ie. Du= %(Vu + Vu®). To ensure the existence and uniqueness of the solution
to (1.1.1)—(1.1.2) we must add the boundary conditions. Concerning the rest of the
thesis, we assume the boundary conditions

u(z) =0, z €'y, A(Du)n(z) =h, z €T, (1.1.3)

where I'; UT'y = dQ and 'y and T’y are of nonzero measures. Under the boundary
conditions (1.1.3), it is possible to prove the existence and the uniqueness of the
solution (see for instance [42] or [159]). The key ingredient of the proof is Korn’s
inequality which can have various forms. Two of its more known forms in three
dimensions are

[ull, < CUIDul, + [[ullp), Yue WH(Q)?,

and
[ully,, < C|IDull,, Yu € Wy ()%,

for p € (1,00) (see for instance [72] and the references therein).

Let us start with a dimension reduction overview. First, we start with straight
domains to introduce the main ideas and then we continue with results on deformed
domains. If we assume that (1.1.1)—(1.1.3) corresponds to the three-dimensional
model of elasticity then we can try to reduce the model to two or one dimension.
In the first case, we assume we have domain €, := S x (0,¢) or Q. := S X (—¢,¢)
and, in the second case, we have Q. := (0,1) x €S, € > 0, S C R% If ¢ — 0 we
get Q. — S or Q. — (0,1), respectively. The question is what happens with the
solutions of (1.1.1).

First, we pay attention to plates and the respective limit 2. — S. One approach,
to deal with the plates, is to start with three-dimensional linearized elasticity and
to make a priori assumptions of a geometrical and a mechanical nature. Another
approach is to apply the limit for ¢ — 0. In the end, it is necessary to compare the
results of both approaches. Let us start with the first approach. As a geometrical
assumption, we can apply the Kirchhoff-Love hypothesis that assumes that the
normals to the middle surface stay normal to the deformed middle surface and
the distance of any point on these normals to the middle surface remains constant
[217]. From the mechanical point of view, we can assume that the stress field is
“planar”, in the sense that of; = 0 [109]. An alternative approach is based on
the so-called hierarchic theories that assume that the unknown displacements and
stresses depend explicitly on the thickness coordinate. We refer the reader to [152]
for the detailed explanation. Let us also mention the approach based on integrating
the three-dimensional equations across the thickness followed by approximating the
resulting equation by quadrature formulas [206]. It is important that using the



asymptotic methods we give a complete mathematical justification of the classical
linear and nonlinear Kirchhoff-Love theory.

Now, we introduce more closely the asymptotic methods. As mentioned above
there are three ways to study the behavior of the solutions of (1.1.1) for @ = Q..
The first approach is based on the direct estimates of the difference between the
solution of the three-dimensional model and the lower-dimensional model. In this
case, we must know, however, what the lower-dimensional model looks like. We
refer the reader to [151], [162], [189] and [103] for a historical overview. The second
approach is based on the constrained method, whose main principle is an a priori
assumption that the admissible displacement fields are restricted to a specific form.
We refer the reader to [152], [143], [20] and [185]. We will pay the largest attention
to the third approach that is closely related to the techniques used in the thesis.

In the third approach, we have several ways to treat the limit ¢ — 0. The first
technique is based on formal asymptotic methods that were successfully applied
for the first time in [84] and [85]. To the variational, or weak, formulation they
were applied in [47]. The main aim is, however, to apply the asymptotic methods
for the rigorous asymptotic analysis which shows the convergence of the solutions
of the respective three-dimensional problems in suitable function spaces. For the
more rigorous approach, we refer the reader to the papers [49], [102], [103], [27],
[68], [62], [3] and [2]. It is important to point out that the proofs rely on the ideas
and methods developed in [117]. The analysis of the behavior of the magnitudes
of the components of the loads and of Lamé constants that enable to derive the
lower-dimensional model was given in [144], [145], and [104]. The extension to von
Kérman plates can be found in [41].

Let us now demonstrate the main ideas and problems in the asymptotic analysis.
Let us assume we have the equation

—div (A (Du,)) = f. in Q. := S x (0,¢), (1.1.4)

where o B . oo
ATEL = X576 4 i (667" + 671 67), (1.1.5)

The used notation with bars refers to the domain .. The boundary conditions
read as follows

i, =0 on S x (0,¢), A.(Du.)n. = h, on S x {0,¢}. (1.1.6)
In view of (1.1.4)—(1.1.6), we can arrive at the weak formulation

/ A9 Dy, Diy . da = /
Q Q

€

f. - v, dz. +/ h, - v, dS.. (1.1.7)
Sx{0,e}

€

The solution of (1.1.7) and the test functions are from the space
V(Q) == {ve: ve e WH2(Q)3, ¥ =0 0n 95 x (0,¢)}.
We can now proceed with the following steps (see [43]).

1. We transform (1.1.7) on the referential domain Q := S x (0,1) that is e-
independent. The problem is that using the Chain rule we have

_ T
aa = aaa a=1,2, 83 = 7837
€

which leads to the asymmetric terms in the symmetric part of the gradient,
i.e. some of the terms are multiplied by %



2. We use the scaling for the solution and test functions in (1.1.7)
Uoc(2e) = g (), a=1,2, and U3, (z.) = eus,(z),
where 7€ : Q — Q. and z, = 7¢(x).

3. We use the scaling for body force density and surface force density

fa,e(xs) = 62fa(1‘), a=1,2, and f3,6($6) = €3f3(m)7
Rac(ze) = Eha(z), a =1,2, and hy (v.) = €*hz(x).

The idea of scaling is to prevent the solutions u, from spinning out of control
for € — 0.

Despite the above-mentioned transformation and scalings, there remain two main
problems.

1. How to use Korn’s inequality because its constant is domain-dependent.

2. After the limit process, unknown quantities related to the third coordinate
appear and they must be expressed or eliminated from the limit equations.

How to solve the problems will be clear from the thesis.

The above-mentioned scalings are not a unique way to scale or treat (1.1.7). The
older approach in [47] is based on the formal power series expansion of the solution
and involves the following steps.

1. The first step is again the transformation of (1.1.7) on the referential domain
Q:=5x(0,1) that is e-independent and the application of a suitable scaling
for the displacement and the stress tensor.

2. The second step is to express the solution u, as

1 1
uE:—Zu,Q—i—fu,l—i—uo—i—eul—&—...
€ €

3. We derive relations for u;, i = —2,—1,..., from (1.1.7) after the transforma-
tion on the referential domain 2.

We will not pay much attention to the formal power series expansion because we
do not work with it in the thesis but it is good to know about its existence.

Let us now go back to the first approach from [43]. Let us assume that the Lamé
constants are independent of €. The main result can be summarized as follows:

1.
u, — uin WH3(Q)3;

2. the limit function u satisfies

2\
/ |:MDUUUDTTV+2/J,DaﬁuDaﬁV:| dx:/f-v daz+/ h-v dsS,
Q LA+2p Q S§x{0,1}

u, ve{weWh3(Q)? w=00ndS x (0,1), Digw =0}

for i = 1,2,3 and o, 7, a, f = 1,2. We also use the Einstein summation
convention.



Even though the limit model seems to be three-dimensional, it is possible to prove,
after a careful analysis, that the solution u is determined by the function ¢ solving
a two-dimensional problem from the Kirchhoff-Love theory of plates. The whole
process can also be studied under various kinds of lateral boundary conditions
[63] and [64]. Let us point out that the proof of the results is not based on the
formal power series expansion and is the rigorous derivation of the lower-dimensional
equations.

One of the most important things is the error estimate obtained in [67] for
the norm 3, ; | Dij(ac) — Dij(g,e)||2,0., where G is the original three-dimensional
displacement field for the linearized elasticity and tg . is the displacement field
found by the Kirchhoff-Love theory. Let us remind the result from [172] where the
upper bounds of the difference between the exact three-dimensional solution and a
solution computed by using the Kirchhoff-Love hypotheses were derived. See also
[149] for another approach.

The main problem with linear models is their limited applicability. This is the
reason why attention is also paid to nonlinear models. The advantage of the models
is that they can describe reality more precisely and sometimes also improve the
properties of the solution. On the other hand, the nonlinearity brings additional
technical difficulties to the proofs. We now give a brief overview of the dimension
reduction approach for nonlinear elasticity. It seems to be a bit surprising but the
formal asymptotic method can be also used for nonlinear models [48]. Tt seems
to be, however, more natural to use a suitable scaling followed by the analysis of
resulting convergences. It is also possible to apply I'-convergence theory as in [112].

Let us briefly show the main ideas of the formal asymptotic expansion in non-
linear plate theory. The model of nonlinear elasticity has the following form

—0;(05; + G50kl ) = fie in Q, (1.1.8)
U =0 on 95 x (0,¢), (1.1.9)
(65, 4 01 Ortli,e )i e = 0 on S x {0, €}, (1.1.10)
where - N -
a5 = Aoy, (00)6" + 2u Ef; ()
and

— 1 - _ = _— =
Eij (ue) = 5(81"U,j’5 + ajui’e + 3ium,68jum,6).

We use again the Einstein summation convention. The first formal asymptotic
method covers the asymptotic expansion of the displacement and consists of the
following steps:

1. We transform (1.1.8)—(1.1.10) on the referential domain  := .S x (0,1) simi-
larly as in the linear case.

2. We use the scalings
aa,e(xe) = 62“’0«6(1’)7 a=1,2, and aS,e(xe) = 6”3,6($)7

and
fme(xe) =e2fy(z), «=1,2, and f37€(l‘€) = e fa(x),

for the displacement and the body force density, respectively. We further
assume that the Lamé constants do not depend on e.

3. We use the following expansion

2 4
U = ug +€u; + € u2+e3U3+e ug+....



4. All terms ug, uy, ug, uz, uy must be studied before the leading term ug can
be identified.

The results of the approach are similar to the results in the linear case and are
related to the classical Kirchhoff-Love theory of a nonlinearly elastic clamped plate.

The second approach is based on scaling and the asymptotic expansions of the
displacement and stress tensor and proceeds as follows

1. We transform (1.1.8)—(1.1.10) on the referential domain Q := .5 x (0,1) simi-
larly as in the linear case.

2. We use the scalings
loc(Te) = g (), a=1,2, and () = eus,(z),

fa,e(xe) - 62fa($)7 a = 1723 and f3,€(1’e) - EBfS(x)a
Top(re) = f04(x), Ths(we) = €053(x), T53(xe) = €'ois(@),
a, B =1,2, for the displacement, the body force density, and the stress tensor.
We further assume that the Lamé constants do not depend on e.

3. Denoting ¥, = (Ufj) we can employ the following expansions

2
U =Uug+e€u; +€ug +...

and
Y=g+ e + €250+ ...,

4. The key is to identify the leading terms ug and .

Even in this case, we can find the standard two-dimensional equations of the nonlin-
ear Kirchhoff-Love plate theory. As it was claimed in [43], the nonlinear Kirchhoff-
Love theory is a small displacement theory. It is valid if the transverse displacements
remain of the order of the thickness of the plate (see the scaling for the components
of the displacement above). In contrast, there is also the theory of large displace-
ments for nonlinear elasticity that can be again justified by an asymptotic analysis
as in [79] and [112]. Another generalization is related to the asymptotic analysis of
plates with periodically rapidly varying heterogenities [170].

In the case of nonlinear elasticity, it is interesting that as a result of the ap-
plication of the asymptotic method, we get a partial linearization of the three-
dimensional equations, i.e. the system, which was originally quasilinear, starts to
be semilinear after the limit passage ¢ — 0. Due to this linearization, it was pos-
sible to establish more satisfactory results for the two-dimensional nonlinear plate
equations than for the three-dimensional ones.

It is also possible to adapt the method of formal asymptotic expansions to the
time-dependent problems for nonlinearly elastic plates to justify the time-dependent
nonlinear Kirchhoff-Love theory [171].

The natural generalization of the theory of plates is the theory of shells. The
shells can be understood as deformed plates. The proofs of the existence and unique-
ness of the solution to the respective three-dimensional models for linear elasticity
are again based on Korn’s inequality. There is no significant difference in the proofs
between plates and shells because they are studied in Cartesian coordinates. To
apply an asymptotic method it is, however, necessary to express the respective
equations in curvilinear coordinates. The mapping defined in (4.5.1) is a composi-
tion of two mappings:

Q:=8x(0,1) = Qe := 5 x (0,€) = Qe



Figure 1: A shell and its curvilinear coordinates [44]

or

Q:=95x(-1,1) = Q. =85 x (—€,¢) = Q..
The second mapping can be seen in Figure 1.

Let us now discuss the weak formulation of (1.1.1)—(1.1.3), its transformation to
the curvilinear coordinates, and related problems. To be consistent with the rest of
the habilitation thesis we use the notation with ~ for the Cartesian coordinates, i.e.
we put, for instance,

AN = NG M 4 (5767 + 57 6F).
Using the standard process, we can derive the weak formulation of (1.1.1)—(1.1.3)
/~ AR Dyt Dy v dy = /~ f.-vdj+ /~ h, -V dS. (1.1.11)
Q. Q. Se

if we assume that
[y :=0.(8 x {~1,1}), Ty = S, := 6.(0S x (—-1,1)).

Let us now follow the introduction to the application of differential geometry to
linearized elasticity from [44]. We show the main differences compared with plates.
First, we neglect the parameter € representing the thickness of the domain, i.e. we
assume we have the proper mapping

0:0-0

from the referential domain € := S x (—1,1) to the deformed domain €. For
more details, we refer the reader to Section 4.5. In case of §~2, we speak about
the Cartesian coordinates but in the case of €, we speak about the curvilinear
coordinates of § € Q, i.e. we have y = O(z), x € Q. The key components for the
transformation of (1.1.11) to the referential domain 2 are the matrix

0101 0:0; 030,

V@({E): 81@2 82@2 83@2 (SIJ) (1112)
8163 (92@3 83@3



and the vectors of the covariant basis

81‘@1
gl(l’) = 819(.1’) = 87@2 (l‘) (1.1.13)
0;03

It is natural to assume that we have the mapping © such that the vectors of the
covariant basis are linearly independent. It is possible to check that each of the
vectors g; is tangent to the i-th coordinate line passing through § = ©(z), defined
as the image by © of the points of Q that lie on the line parallel to the respective
canonical basis vectors passing through xz. We refer the reader to [44], Theorem 1.2-
1 for the formulas how volume, area, and length elements at a point ¥ = ©(x) can be
expressed in terms of the matrix VO or in terms of the covariant matrix (g; - g;)(x).
If we define the vectors g’ of the contravariant basis as follows

g g =47,
we can get for any vector u its standard or covariant components using the relations

uj(@) = wi(Y)lg; (@), (@) = v;(2)[g’ (@))i, §=O().

Here we can see the main difference between the canonical basis and the covariant
basis. The covariant components wu;(x) represent the components of the displace-
ment field over the basis {g!(z), g*(z), g* ()}, which varies with z € Q.

For the transformation of (1.1.11) with Q instead of Q. to the referential domain
), it is necessary to use the Green formula together with the two relations

Fi@5:(@) = fi(z)vi(z), §=0(x), = € Q, (1.1.14)
e vi@) = 5@ (@), f'(2) = ;@)e' @)
" Dy (y) = (exu(v)[g*1ilg'];) (@), (1.1.15)
e e (v) = (a vi + Oyv;) — (1.1.16)

The first relation is nothing but the invariance of the number f?(z)v;(z) with con-
cerning changes in curvilinear coordinates. In the second relation, we see the trans-
formation of the symmetric part of the gradient. As a result of the transformation,
the so-called Christoffel symbols appear, where

Iy =gl - 0igy =T%,. (1.1.17)

The relation (1.1.16) can be understood as the generalization of the linearized strain
tensor in the Cartesian coordinates to arbitrary curvilinear coordinates. After the
transformation of (1.1.11) with  instead of € to the curvilinear coordinates, we
arrive at

[ ameguen; v de= [ fogges [ huygds. (111s)
Q Q

8Sx(~1,1)
where
AT = 2g" " (g™ g+ g1 "), g7 =g gl g = del(gi - g)).
In (1.1.16) and (1.1.18) we can see the main problem with the transformation to the

curvilinear coordinates, namely the presence of the Christoffel symbols that require

10



O to be at least C?-diffeomorphism. Under the assumption, all functions remain in
the spaces W2 and L? after their transformation to the curvilinear coordinates.
The next thing, that must be taken into account, is that Korn’s inequality is still
valid under the assumption. We refer the reader to [28], [197], [198], and [199] for the
possible relaxation of the regularity assumptions and avoidance of the Christoffel
symbols. We also refer the reader to [131] for the treatment of differential geometry
and tensor analysis motivated by three-dimensional elasticity.
Let us assume we have ). instead of {2 in (1.1.18), i.e. we have

/Q Aijkléi\u(ﬁe)égnj(‘_’e)\/g: dx. Z/Q [i0i.eV/Ge doct

+/ Ri; /e dS., (1.1.19)
OS X (—e,e)

AT =2\ g + ne(gl gl + gl glb).
The weak formulation (1.1.19) can be transformed to the referential domain Q =
S x (=1,1). Moreover, we assume that

Bi(xs) = epﬂhi(x), Ae = A, e = i, fé(l‘e) = epfi(ac), e =7(x), v € Q.

Using the assumptions, we arrive at

/Q ARG (u,)e 5 (V) Ve die = €@ /Q oo /e dot

+eP / h'v; e1/ge dS, (1.1.20)
9Sx(—1,1)
AT = NgH gl 4 (g gl + gi'gl®),
. 1
eaHB(") = 5 (aﬁva + aa’l}ﬁ) - FZﬂ,e’UP’
€ 1 1 g
ea||3(V) =3 2631)& +0avs | = Lps ps
and

1
eg3(v) = 283113.
We can now use the method of formal asymptotic expansions, i.e.
- 2 3 4
U =Uugt+eu; +€u+e’ugt+e€ug+...,

and we can try to identify the leading term ug. We have two possibilities related to
the power p in (1.1.20). We can put p = 0 or p = 2. In the first case, we get that
ug satisfies the two-dimensional variational problem of a linear elastic “membrane”
shell. In the second case, the resulting equations correspond to the two-dimensional
variational problem of a linear elastic “flexural” shell. The main difference is among
the behavior of various terms in the formal asymptotic expansions of the scaled lin-
earized strains egllj' The expansion is the consequence of the formal asymptotic
expansion for u. and the linearity of the problem. The approach was pioneered in
[147] for isotropic and homogeneous materials and further developed in [34] for non-
homogeneous and anisotropic materials. There are two interesting aspects related
to the limit linearly elastic flexural shell. The third component of the solution in
the respective weak formulation of the limit equations is more regular, namely, it
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belongs to W22(S) and the Lamé constant \ is replaced by /\Zﬁ‘ The derivation

using the method of formal asymptotic expansions is, however, tﬁe formal one and
must be justified by convergence analysis. During the convergence analysis, it is
checked that the leading term ug is the limit of u. for ¢ — 0. We refer the reader
to [44] for a thorough overview and discussions.

We can see from (1.1.12)—(1.1.16) that the curvilinear coordinates make the
problem of shells more complicated. The presence of the covariant and contravari-
ant basis together with the Christoffel symbols require suitable geometrical and
mechanical preliminaries. The main overview can be found in [44] but we also refer
the reader to [50], [51], [53] for the geometrical preliminaries and to [24] and [50] for
the mechanical preliminaries. The mechanical preliminaries comprise the behavior
of the three-dimensional elasticity tensor A¥*! for ¢ — 0 and the uniform posi-
tive definiteness of the scaled two-dimensional elasticity tensor of the shell. During
the study of the respective quantities, we can see various regularity assumptions
ranging from C' to C2, which makes room for possible relaxation of the regularity
assumptions.

Let us now introduce the main results based on convergence analysis. In case of
the linearly elastic membrane shells, i.e. for p = 0 in (1.1.20), it is possible to prove
that

Une = Uq in WH(Q), @ =1,2, and uz, — uz in L*(Q) (1.1.21)

for ¢ — 0. Moreover, u;, i = 1,2,3, are independent of the transverse variable
x3. The limit function u is such that its average over x3 is a unique solution
to the associated scaled two-dimensional variational problem of a linearly elastic
elliptic membrane shell. It is also possible to derive the respective boundary value
problem and regularity results. The key ingredient is again Korn’s inequality. It
has, unfortunately, the following form

1/2

3 1/2 o 3
<Z|Ui||i2> < > e (I3 (1.1.22)
i=1

ij=1

Fortunately, it is possible to remove the dependence on € in the constant % and to
prove that

1/2

2 1/2 3
(Z loall? 2 + ||v3||§> <O D leq(IE (1.1.23)
a=1

i,j=1

for any v € V(Q) := {v: v.€ WH2(Q)3, v = 0on 85 x (-1,1)}. The next
important result is related to the error estimates. In [128], it was proved that under
suitable regularity assumptions
||l.lE - uHWI,Q(Q)XWI,Q(Q)XLZ(Q) < CEI/G.

The whole process can be generalized to linearly elastic generalized membrane shells.
In this case, we must, however, assume that the applied forces contribute in a special
way to the variational problem. The reason is that Korn’s inequality (1.1.23) is not
available for the estimate of the right-hand side of (1.1.20) and thus we do not have
any uniform estimate with respect to e. We refer the reader to [44], [51] and [129]
for more details.

Concerning linearly elastic flexural shells, we can derive similar results. We must
use the different scaling with p = 2 (see (1.1.20)) and we must take into account
that the linearly elastic flexural shells depend on the subset of the lateral face, where
the shells are subjected to boundary conditions of place, and on the geometry of
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the middle surfaces. Under suitable regularity assumptions on ©, (C3-regularity),
it is possible to prove that

i — u; in WH3(Q) (1.1.24)

for e = 0, u;, i = 1,2, 3, are independent of the transverse variable 3 and

1t
ﬁ::§/_1udm3

satisfies the scaled two-dimensional variational problem for a linearly elastic flexural
shell. The solution is, moreover, unique. We also refer to [52] for justification of
the Koiter shell equations. One of the possible extensions of the results is the study
of a partially clamped linearly elastic shell [120]. It is also useful to understand
the asymptotic behavior of the stresses in thin elastic shells [59]. We also refer to
[18] for an asymptotic algorithm for the derivation of equations of thin elastic shells
that covers a boundary value problem for the Navier system in a thin region.

There are also further various extensions of the results. The first one considers
time-dependent linearly elastic membrane and flexural shells, see [218] and [219].
Another possible generalization is related to the models with variable thickness, see
[179] and [30], and [88] for the static and dynamic case, respectively. For the case of
viscoelastic shells we refer the reader to [114], [36], [37], [38], [39], and [40]. There are
also new results related to the asymptotic expansions [187], where the displacement
is expanded with respect to the thickness variable of the middle surface. Another
possible extension is to incorporate a rigid foundation [174]. It is also possible to
add an obstacle to the model as in [113], [54], [55], and [167]. The next step is to
study the problems with or without friction [142], [166], [17], and [168].

As in the case of plates, it is important to have some estimates between the
solutions of three-dimensional models and two-dimensional models. Let us point to
the results in [122], where the authors established a relative error estimate for the
scaled linearized deformation tensor between the Koiter model or the Naghdi model
and the respective three-dimensional model. We also refer to [61] for the energy
estimate between the solution of the three-dimensional Lame system on a thin
clamped shell and a displacement reconstructed from the solution of the classical
two-dimensional Koiter model. In [116] there were derived some error estimates
between the approximate solution of the asymptotic two-dimensional models and
the three-dimensional displacement vector field of a flexural or membrane shell.
Another approach based on formal series solutions can be found in [76]. Another
error estimate between the solution of the Koiter model and the solution of a two-
dimensional membrane shell problem is given in [130]. We also refer to [121] for
the estimate of the difference between the solutions of the three-dimensional model
and the two-dimensional Naghdi model for a thin shell. Except for the above-
mentioned estimates, it is necessary to understand peculiarities that can appear
when computing thin elastic shells [184].

The main difference between the asymptotic analysis of plates and shells is that
in the case of plates, more freedom is allowed regarding assumptions and scalings of
the displacement field and applied forces. Moreover, the limit problem of a linearly
elastic plate includes at the same time flexural and membrane equations.

It is also possible to get similar results for nonlinear elasticity. Using the same
scalings together with the methods of the formal asymptotic expansion, we can
justify the two-dimensional model of a nonlinearly elastic membrane and flexural
shell [146] and [123]. As in the linearized case, the leading term ug is independent
of the transverse variable and satisfies the limit equations. In addition, we must
assume that the terms u,, ¢ = 0,1,2,3,4, belong to W4(Q)3. We also refer
to [56] for the justification of a two-dimensional nonlinear shell model of Koiter’s
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type. In contrast to the linear problems, there are some unpleasant properties of
the associated energy functional that is coercive but not sequentially weakly lower
semicontinuous [81]. We also refer to [58], where the two-dimensional membrane
models are obtained from the three-dimensional nonlinear models of a thin elastic
shell made with a Saint Venant-Kirchhoff material. The next extension is related
to a nonlinearly elastic membrane with periodically rapidly varying heterogeneities
[169].

It is also interesting to study the relation between plates and shells. There
are two possibilities for how to get plates from shells. The first one, the middle
surface S converges to a planar domain and then ¢ — 0. In this case, we get the
two-dimensional plate equations based on the Kirchhoff-Love theory. The second
possibility is to change the order of the convergences. In this case, the limit is the
membrane or flexural plate equation. It means that the two convergences do not
commute (see [45], [46] and [183]).

The next interesting thing is the relation between the three-dimensional mod-
els of linear elasticity and two-dimensional linear shell theories. One of the most
important of them is represented by the Koiter equations. The derivation of the
equations is based on the observation that if the thickness is small enough the state
of stress is approximately planar and the stresses parallel to the middle surface
vary approximately linearly across the thickness [97] and [98]. If we take the ap-
proximations as an a priori mechanical assumption and if we combine them with
the Kirchhoff-Love assumptions representing the geometrical assumptions, we can
derive the Koiter equations [105], [106], and [107]. It means that the displacement
field across the thickness of the shell is completely determined by the behavior of
the displacement field in the points of the middle surface. The main result related
to the above-discussed theory of shells is that the solution to the Koiter equations
and the average of the solution of the three-dimensional problem over the third
variable have the same limit for ¢ — 0 [66], [182], and [33]. The results are valid for
an elliptic membrane shell, a generalized membrane shell, and a flexural shell. We
also refer the reader to [186] for a new approximate model of a nonlinearly elastic
flexural shell derived under the assumption that flexural energy is dominant. The
paper also covers its numerical computation.

To study the similar problems related to the slender straight rods Q. := (0,1) x
€S, it seems natural to exploit similar ideas as for plates. We can thus use again
the constraint method (see for instance [14], [148], [141], and [16]) but the main
technique remains the application of an asymptotic method. As a starting point,
we can recommend to the reader the books [110] and [202]. As we know from
the theory of plates, one of the asymptotic methods is based on formal asymptotic
expansions. In the case of rods, we refer to [173], which seems to be the first attempt
in that direction. The most important is, however, the application of a rigorous
asymptotic analysis to the weak formulation of the elasticity problem, which involves
the solution convergences in respective spaces as W12(Q)3 and L?(2)3. The topic
was pioneered in [1] for beams. The inspiration for the paper was results in [48]. It
is interesting that in the paper the asymptotic expansion method is mentioned

(ue,w) = (g, wp) + € (g, wp) + - -- (1.1.25)

but not used in the proof. Instead of that, the authors use the classical convergence
analysis based on the scaling

0
0], (1.1.26)
€

Jhe, wf = J7 0, (1.1.27)



where the quantities with hats represent the quantities as the displacement, external
load, surface load, and stress tensor on the referential domain Q := (0,1) x S. We
also refer to [111].

As we can see in the case of plates and shells, the asymptotic expansion method
can provide us with useful insight into the problem [78]. It is possible to give
a complete characterization of displacements, bending moments, and shear forces
of orders 0, 1, and 2 for linear elastic beams [201]. We also refer to [200] for
the derivation of generalized models for linear elastic beams using the asymptotic
expansion methods. The methods can be also applied to viscoelastic beam models
[175]. One of the possible generalizations is to study beams with a variable cross-
section [207] or anisotropic rods [4]. In the relation (4.2.1), we can see that some
kind of symmetry must be required. However, it is possible to relax the assumption
for the thin rods that are anisotropic, nonhomogeneous, and have periodic structure
[155]. There were also proposed new models for variable cross-section rods in both
symmetric and nonsymmetric cases using asymptotic methods in [8] and [11]. Tt is
also possible to study the problem under a more specific external load [211]. The
next application is on the model covering large deformations of a viscoelastic thin
rod [25], where a Cosserat-based three-dimensional to one-dimensional reduction
was studied. Another important topic is the influence of boundary conditions on
the asymptotic analysis and the limit models. In [21] the authors studied a linear
elasticity boundary value problem under the Robin boundary conditions at an end
and on a segment of the lateral boundary in the middle of the beam, see also [35]
for another kind of boundary conditions. One of the most important things for
possible numerical applications is an error estimate between the solutions of three-
dimensional models and the solution of the limit one-dimensional model [93].

In the case of plates, the natural generalization was to take shells. The same
situation is in the case of rods, where we can take curved rods instead of straight
rods or beams. We do not pay so much attention to the case now because it will be
more properly discussed in Section 4. For linearly curved rods, we refer the reader
to [96], [6], [95], [99], [153] and [100], and for shallow arches to [7], where the shallow
arch is the kind of the curved rod where the curvature is of the order of the diameter
of the cross-section. The main ideas and techniques of the convergence analysis are
similar to the convergence analysis of plates and shells. One of the important topics
for the curved rods is the regularity of their parametrizations, i.e. the regularity of
the mapping B

P.: Q. — Q.. (1.1.28)

The regularity of the mapping is, however, closely related to the regularity of the
middle curve C of the curved rod ). that is given by its natural parametrization

®:[0,]] » R (1.1.29)

Let us start with [96] and [99], where ® was assumed to be of class C* and was
used to define such curves which are called generic or biregular. The authors used
the Frenet basis that requires the second derivative of ® to introduce the tangent,
normal, and binormal vectors. For the definition of the covariant basis, it was then
necessary to introduce the torsion that requires the third derivative of ®. Similarly
as in (1.1.16) the authors got the Christoffel symbols during the transformation of
the equations for linear elasticity on a referential domain, which leads to the fourth
derivative of ®. As you can see the required regularity is very high and its relax-
ation is a natural step. Moreover, there are many practical situations in which the
central line of the rod is not a generic curve and thus it can have vanishing curva-
ture. The above-mentioned assumptions were relaxed in [100] for ® € C3([0,1])3,
where the local right orthonormal basis was constructed. The regularity topic was
further discussed in [196] for piecewise C'! parametrizations, under the absence of
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surface tractions, and directly for the ordinary differential equations obtained as
the asymptotic model in the smooth case. If we want to assume less regularity for
® the local frame t, n, and b cannot be the Frenet one. We refer the reader to
[92] for the construction of the Darboux frame under the Cl-regularity of ®. It
is also necessary to tackle the regularity problems related to the presence of the
Christoffel symbols. It is again possible to use the idea developed originally for
shells in [28] to remove the Christoffel symbols from the transformation on a refer-
ential domain (see Section 5.1.1 for more details). The next step is to assume that
not only the thickness but also the shape of the curved rods depend on €, which
enables us to further relax the regularity assumptions on the limit of the sequence
of middle curves. We refer to [199] for the detailed construction of the approxima-
tion scheme. The above-mentioned techniques of regularity relaxation can also be
applied to time-dependent equations of linear elasticity [195] and [210].

At the end of the subsection, we give a brief overview related to the one-
dimensional modeling of nonlinearly elastic rods and various applications. Even
in the case of the nonlinearly elastic rods, we can use the same main steps:

1. Transformation on the referential domain = (0,1) x S together with suitable
scaling.

2. Using the convergence analysis to derive a one-dimensional model. The con-
vergence analysis need not be necessarily based on a formal asymptotic ex-
pansion.

We refer the reader to [57] for the first approach based on a formal asymptotic
expansion. As we saw above, even this technique requires suitable scaling. In [57],
it was necessary to scale the displacement, test functions, external and surface load,
and the stress tensor. The formal asymptotic expansion was applied to the displace-
ment and the stress tensor. In this case, the leading term of the formal asymptotic
expansion of the scaled displacement field is a Bernoulli-Navier displacement field
that satisfies a nonlinear ordinary differential equation of the fourth-order along the
center line of the rod. We refer the reader to [202] and [150] for more details. It is
also possible to extend the results to evolution models for nonlinearly elastic beams
[10], see also [15] for the survey of some results. An example of another extension
is the so-called genuinely clamped beam, that is the beam that is not only clamped
at both ends but also at a neighborhood of them [9]. We also refer the reader to
[19] for an alternative approach.

The technique of the asymptotic analysis or the dimension reduction can be
extended to various problems related to elasticity. It is possible to study a ther-
moelastic model of rods [5] or various kinds of heat-conducting nonlinearly elastic
curved rods [215]. Another natural extension concerns the asymptotic behavior
of eigenvalues and eigenfunctions. The original problem for plates (see [49]) can
also be studied for straight rods [101] and curved rods [200]. We also refer to [86]
and [87] for an alternative approach based on the unfolding method. The method
employs the fact that any displacement of a structure is the sum of an elementary
displacement concerning the rods’ cross-sections and a residual one related to the
deformation of the cross-section. It is also possible to include friction to the models
[94] and [208]. Asymptotic expansion methods can be also applied to an elastic rod
in adhesive contact with a deformable foundation [177].

1.2 Fluids

As we can see in the previous section about elasticity, the asymptotic analysis of
the elastic materials and the respective equations was not only of mathematical
interest but also of practical interest, because it can be applied to various models
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and elevate the burden of numerical computation. It is thus natural to try to apply
the main techniques and ideas to other materials. The most natural extension is
to fluid mechanics because it is another large area of various models. It is thus no
coincidence that one of the first results was published by Nazarov in [154] who also
paid attention to elasticity [155]. He studied the Navier-Stokes system

—Au, + (ue - V)ue + Vpe =0, (1.2.1)

divu, =0 (1.2.2)

in the domain Q. := {z € R3: y = (z1,22) € S, —¢eh1(y) < x3 < €ha(y)}, where
h1 and hs are smooth functions. The system was completed with the Dirichlet
boundary conditions on the lower base and the lateral surface. On the upper base,
there were either the Dirichlet conditions or free surface conditions. In the case
of fluids, we omit for simplicity the notation with =. The same model was studied
in [156], where a two-dimensional Reynolds-type equation was derived assuming
viscous incompressible flow taking place between two smooth fixed adjacent curved
walls under intensive percolation. We refer the reader to [82] for the derivation of
the Reynolds equation governing the steady flow of a fluid through a curvilinear,
narrow tube. The asymptotic expansion can also be used for the derivation of the
second-order model correcting the standard Reynolds equation [137], [138] and [135].
The same technique can be applied to the same system but now in thin cylinders
[164]. Naturally, the technique of the asymptotic expansion can also be applied to
the Stokes system

—Au, + Vp. =0, (1.2.3)

divu. =0 (1.2.4)

in thin cylinders [26]. The problem was also studied with the prescribed pressures
at the pipe’s ends [136]. We could see that the technique of asymptotic expansion
is not the only one. In [213], the author studied to equations (1.2.1)—(1.2.2) in
deformed domains using the description of the domain from Section 4.5 and the
convergence analysis based on a priori estimates. It is also possible to look for
inspiration in the homogenization theory as well [133].

The Navier-Stokes system (1.2.1)-(1.2.2) can also be generalized using shear-
dependent viscosity to describe an incompressible viscous quasi-Newtonian fluid in
a curved pipe with a smooth central curve [132]. Another application to the non-
Newtonian flow in a thin domain between a rotating shaft and lubricated support
can be seen in [74], where the incompressible Navier-Stokes (Stokes) system with
a nonlinear viscosity was assumed. In this case, the Navier-Stokes system has the
following form

—div (|Du.|""2Du,) + (u. - V)u, + Vp. =0, (1.2.5)

divu, =0 (1.2.6)

with 7 > 2, where D is the symmetric part of the gradient. In [180], the au-
thors studied the behavior of Newtonian and non-Newtonian fluids in a thin three-
dimensional domain with mixed boundary conditions. It is also possible to assume
that we have the irregular bottom of the domain with the presence of slight rough-
ness of a given amplitude and period [192]. Another approach to the lubrication
process [134] is via the Stokes system with the pressure-dependent viscosity, i.e.

—div (u(pe) Due) + (ue - V)ue + Vpe = 0, (1.2.7)
divu, =0 (1.2.8)
in Q. :={z=(2',23) eR®: 2/ €5, 0< x5 <eh(z')}, where

p(p) ~ e’
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We also refer the reader to [139] and [140] for further extensions of the applications
to the lubrication process. An interesting result can be found in [176], where the
authors formally justified two models, a lubrication model and a shallow water
model, using an asymptotic expansion method applied to the nonsteady Navier-
Stokes equations for incompressible Newtonian fluids

po(Orue + (ue - Viue) = —Vpe + plue + pofe, (1.2.9)

divu, = 0. (1.2.10)

It is also necessary to mention the paper [190], where the author provided the
asymptotic analysis of the Oldroyd-type system

ou, + (u, - Vu, = —Vp, + pAu, + div (FFT), (1.2.11)
divu, =0, (1.2.12)
O:F +u.-VF =VuF (1.2.13)

in the rectangle Q. := (0, 1) x (0, €) with nontrivial velocity at the inflow and outflow
area and the slip boundary condition at the rest of the boundary.

The next step is to study the limit problem for the inhomogeneous incompressible
Navier—Stokes equations

Orpe + div (peu,) = 0, divu, = 0, (1.2.14)

O(peue) + div (peue @ ue) — Aue + Vpe =0, (1.2.15)

see [193].
In [212], the author studied the Navier-Stokes system for compressible, nonlin-
early viscous fluids
Orpe + div (peue) =0, (1.2.16)

O¢(peue) + div (peue @ ue) + Vpe = div S, + pcfe (1.2.17)

in the domain Q. := S x (0,¢). The stress tensor and pressure have the following
forms
Se = P(|Duc|)Duc, pe = pe, (1.2.18)

where the function P is of the exponential growth. The assumption seems to be a
bit artificial but it is caused by the absence of the theory for P with the polynomial
growth. The system (1.2.16)—(1.2.18) was coupled with the Navier boundary con-
ditions and the respective two-dimensional model was derived. The used technique
is not based on the asymptotic expansion but the energy inequality is employed for
the derivation of a priori estimates. The result was further generalized to deformed
domains in [13]. The same system was studied in thin cylinders in [12] as well.
The most delicate problem, which was solved in the papers, was how to overcome
nonlinearities p.u, ® ue and P(|Du|)Du..

We face similar problems with nonlinearities in the case of barotropic, com-
pressible fluids, as well. The first attempt to apply the asymptotic analysis to the
equations was published in [214] for the steady and nonsteady case. The nonsteady
case is represented by the equations

Ope + div (peue) =0, (1.2.19)

O¢(peue) + div (peue @ ue) + Vp?! = div (2uDu, + Adivu) + pfe + g (1.2.20)

in Q. = (0,1) xeS. The result obtained in [214] was, however, unsatisfactory because
the author could not give a technique that would enable to overcome the nonlinear-
ity in the pressure term p? during the limit process. The term is very challenging
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and even in the case of the proof of the existence of a solution of (1.2.19)—(1.2.20), it
was necessary to develop the ingenious technique that enables to overcome the non-
linearity [118] and [77]. In [22], the authors showed how to deal with the problems
using the relative entropy inequality. The case with . := S x (0, €) was treated in
the same fashion in [124]. The problem with density-dependent viscosity was stud-
ied in [220]. The results were further extended to a flow of a general compressible
viscous heat-conducting fluid in [29] in thin cylinders. The system has the governing
equations

Orpe + div (peue) =0, (1.2.21)

O¢(peue) + div (peue @ ue) + Vp(pe, 0.) — div S(é, Vu,) = 0, (1.2.22)
€ 965 96

Ou(pes(pes00) + i (pes(pe O+ div (BST) o 12

where 6. is the temperature, q. is the heat flux, o, is the entropy production rate.
Other applications are related to the asymptotic analysis of the motion of a viscous
heat-conducting rotating fluid [70]. We also refer to [71], where the authors studied
the three-dimensional compressible barotropic radiation fluid dynamics system de-
scribing the motion of the compressible rotating viscous fluid with gravitation and
radiation confined to a straight layer @ = S x (0, ¢€), where S is a two-dimensional
domain. They showed that weak solutions to the respective three-dimensional sys-
tem converge to the strong solution of the rotating two-dimensional Navier-Stokes-
Poisson system. It is also possible to study the behavior of the solutions in gener-
alized thin domains [115] or the compressible anisotropic Navier-Stokes equations

Orpe + div (peue) =0 (1.2.24)

O(peue) + div (peue @ ue) + Vp(pe) = por Nz + uxgaiue (1.2.25)

see [80]. The next approach is to assume that not only the thickness of the domain
but also the Mach number tend to zero as in [31] and [32]. The above mentioned
results are obtained under various kinds of boundary conditions such as the Dirich-
let, slip and Navier boundary conditions but the periodic boundary conditions can
be assumed as well [119].

2 Contribution to the theory

As we can see from the previous section, it is natural to distinguish between the
respective problems in straight and curved domains. Even though the habilitation
thesis covers only equations in the deformed domains (see Section 4), the author
also made several contributions in the case of the straight domains. All of his results
are summarized in the section.

2.1 Straight domains

In the case of straight domains, we paid attention only to the Navier-Stokes equa-
tions for the respective compressible fluids. The reason was that the topic seemed to
be fresh and mostly unexplored for fluids. The first attempt was done in [212], where
we studied the asymptotic behavior of the solutions to the Navier-Stokes equations
for compressible, isothermal, and nonlinearly viscous fluids. The equations consist
of

e Continuity Equation

Oipe +div (pea,) = 0, (2.1.1)
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¢ Momentum Equation

O (petie) + div (pette ® @) + Vpe = divS, + p.f. (2.1.2)

in Q. := S x (0,¢), where p, is the pressure, S, is the viscous stress tensor and f.
stands for external forces. The solution is represented by the density p. and the
Velocity u, = (’L_LLe, ﬂ27€, ’L_Lg’e).

Since we asssume isothermal and nonlinearly viscous fluids, it means that

ﬁs(f)e) = Cﬁea (213)

where we put ¢ = 1, and - - ~
S. = P(|Du.|)Du,, (2.1.4)

where D is the symmetric part of the gradient. To ensure well-posedness of the
problem, we must complete it with the Navier boundary conditions

t. - (P(|Duic|)Diacn,) + qiic - t. = 0 on S x (0,¢€) x (0,7,

t. - (P(|Duc|)Ducn,) + h(e)u. -t = 0 on [(S x {0}) U (S x {e})] x (0,T), (2.1.5)
. -n.=0on 90 x (0,7),

and with the initial conditions for the density and momentum:
Pe(,0) = po.e(x) >0, (Petie)(x,0) = (Petie)o(x) in Q. (2.1.6)

Under suitable assumptions, we derived the respective two-dimensional model and
we proved that the solutions to the three-dimensional models converge to a solution
of the two-dimensional model. The main difficulties are the Orlicz and Sobolev-
Orlicz spaces, where the solutions live, and the nonlinearity represented by the
function P that is overcome by the monotonicity arguments.

The same system of equations was studied in [12] with Q. := (0,1) x €S. Using
the asymptotic analysis we derived again the limit one-dimensional model and we
proved the convergence of the solutions of the three-dimensional models to a solution
of the one-dimensional model.

Another kind of fluid suitable for the asymptotic analysis contains barotropic,
compressible fluids. The Navier-Stokes equations for the fluids and their solutions
were studied in [214]. In this case, we have the following relations for the pressure
and the stress tensor

5:(pe) = 7 (2.1.7)
and ~ - ~

Se = 2uDu, + Adivua.l. (2.1.8)
The problem was studied in the domains . := (0,1) x €S. The main task was

to derive the limit one-dimensional model but the results were far from satisfac-
tory because, as a result, we obtained only the limit triplet (p,u, 7 (p)) solving the
asymptotic one-dimensional equations, where 7(p) is a Radon measure representing
a limit of the averages of pressure terms over the cross-sections of the channels. An
analogous result was obtained for the steady version of the Navier-Stokes equations.
The main difficulty, which is typical for this kind of equations, was how to overcome
the nonlinearity in the pressure term.
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2.2 Curved domains

In the case of curved or deformed domains, we have again two possibilities. The first
one corresponds to curved rods and leads to one-dimensional models. The second
one corresponds to shells and leads to two-dimensional models.

Let us start with an analogy of shells. The derivation of the two-dimensional
limit model for the steady Navier-Stokes equations for incompressible flow can be
found in [213]. The respective weak formulation of the equations looks like

/N [§ﬁe : §1Ze + (ﬁe . ﬁ)ﬁe . /lZE - ﬁe&R’ "Ze] d?7+
Q.

+h(6)/ ﬁe'(z;edg'i'Q/ ﬁeiedgz
O (Sx{0})UB(Sx{e}) O.(05x(0,¢))

- / £ 4. 7, (2.2.1)

Qe
divi, = 0 in Q, (2.2.2)

for {/)ve smooth enough and such that {EE -n. =0 on 6?26, which corresponds to the
boundary conditions:

te - (Vi) + U, - te = 0 on O.(dS x (0,¢)), (2.2.3)
te - (Vi) + h(e)Tc - te = 0 on (S x {0}) UO(S x {e}), (2.2.4)
U, -1, =0 on 99, (2.2.5)

where ¢ > 0, n. is the unit outward normal to 9Q. and t. is any vector from the
corresponding tangent plane. We refer the reader to Section 4.5 for more details
about the definition of ©.. After the transformation on a referential domain €2, we
proved that

1
Vu, — Vu in WH?(Q)? and / pe drs — p in L*(S).
0

This kind of asymptotic analysis was also applied to the Navier-Stokes equations
for isothermal, compressible, and nonlinearly viscous fluids (2.1.1)—(2.1.5) in curved
domains (see [13]). However, in this case, it was impossible to prove the strong
convergence of the velocity fields. The main obstacles were all nonlinear terms
because it is necessary to work with the decomposition of the velocity field to the
covariant and contravariant basis.

The second kind of curved domain is related to the curved rods. In this case, we
published the paper [199], where we relaxed regularity assumptions on a parametriza-
tion of the Jordan unit speed curve for the limit one-dimensional model of linear
elasticity. We also showed how to create smooth approximations of the parametriza-
tion for a three-dimensional model and how to use it in the asymptotic analysis.
We proved that the solutions of the variational equations

[ AR Dy, Dy v dg:/~ f.v d§+/~ g - v dS.dij (2.2.6)
Q. Q. Se

converge strongly to a solution of the limit equation after their transformation on a
referential domain. We were also able to express the limit forms of the components
of the stress tensor. It is important to mention that the cross-section of the curved
rods requires some kind of symmetry.

21



The equation (2.2.6) has two natural extensions. The first one covers its non-
steady version. In this case, the limit equation and respective convergences were
derived in [210]. We also refer the reader to Section 3 and 5 for the equation and the
technique of the proof. The second extension covers the equation (2.2.6) completed
with the special form of the body forces and the surface tractions, namely

/N AN D6 Diy(¥) d = /N fo-v dy+ /N Hij. Dy (V) dij+
a. 2 e

+/~ ge-Vd§6+[ K-V dS).. (2.2.7)
Se Si,e

Even in this case, we proved that the solutions of (2.2.7) converge strongly to a
solution of the limit one-dimensional equation. It was also possible to express the
limit form of the stress tensor. We refer the reader to [211] for more details. It
is also possible to study more general cases as it was done in [215], where the
dynamic, nonlinear model for heat conducting elastic materials was studied and its
lower-dimensional version derived as a limit of the three-dimensional model. We
refer the reader to equations (3.0.5)—(3.0.9) for more details.

3 Basic equations

In this section, we introduce three kinds of systems of partial differential equations
we want to study in the next sections. Two of the systems correspond to elastic
problems and were studied in papers [210] and [215]. The third system corresponds
to the Navier-Stokes equations for compressible fluids that were studied in [13].
Except for the systems, we also suggest some difficulties in the proofs which must
be overcome. The difficulties are related to the thinness of domains and nonlinear
terms in respective equations.

The first equation comes from the theory of linear elasticity [42] and its time-
dependent version can be expressed by the following equation

pOpu — div (A(Du)) =f in Q x (0,7) (3.0.1)
supplemented by the initial and boundary conditions:
U(CE,O) = llo(x), atu(xvo) =up ((E), T e Q7 (302)

u(z,t) =0, z €Ty x (0,7), A(Du)n(x,t) =h(x,t), (z,t) €Ty x (0,T), (3.0.3)
where I'; UT's = 9Q and the components of the operator A are given by

AURL = \§iI kL (5T I 4 §ilgIRY. (3.0.4)

u is a displacement, D is the symmetric part of the gradient, p is mass density and
n is the unit outward normal to 0Q. B

Instead of the general domain @, we assume we have a thin curved domain €.
that can be defined as the image of a referential domain Q := (0,1) x S using map-
pings R, and P, ((4.2.2) and (4.2.4)). We must also add symmetry assumptions
(4.2.1). Using the definition we are able to transform the respective weak formula-
tion from the domain Q. that depends on thickness of the domain € to a referential
domain 2 that does not depend on e.

As the first step, it is necessary to ensure a priori estimates. It is, however,
impossible without an appropriate scaling of the loads, i.e. of the functions f. and
h.. In the real world, it would be also necessary to modify loads because they could
lead to a breakup of the object. Another key ingredient for the a priori estimates is
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Korn’s inequality. Its problem is that the respective constant is domain-dependent
(see [43], [44]). After the transformation on referential domain €, we must prove
its special version

C
Vlh2 < =l (V)2

where w®(v) corresponds to the symmetric part of the gradient after the transfor-
mation on a referential domain. On the one hand, the inequality enables us to
derive a priori estimates. On the other hand, dependence on € causes problems in
the derivation of a limit. To derive a respective one-dimensional model we must
prove that the limit displacements u are independent of x5 and x3. We must also
prove that the unknown limit functions from w®(u,) are either equal to zero or can
be expelled from the limit equation using special test functions.

The second system is much more general and consists of two coupled equations
for displacement and heat

pOpu — div [div (Au + A\, dpu)l + 2(pDu + pyy DOu) — v(3X + 2p)91) = £, (3.0.5)
cO + 90, (v(BA + 2p)divu) = div (k(F)VI) + h in Q x (0,T) (3.0.6)
supplemented by the initial and boundary conditions
u(z,t) =0, (z,t) €Ty x (0,T7), (Du)n(z,t) =0, (z,t) €T x (0,7), (3.0.7)
IhuTy =90Q, (VY- -n)(z,t) =0, (x,t) € 0Q x (0,T), (3.0.8)
where I'y and I's; will be specified later,
u(z,0) = ug(x), du(zr,0) =uy(z), ¥z,0) =J(x), z € Q. (3.0.9)
In (3.0.5)—(3.0.9) we use the following notation

e u:(Q x (0,7) — R? is displacement,

9:Q x (0,T) — R is temperature,

D stands for the symmetric part of the gradient,

e A >0 and p > 0 are Lamé constants related to elastic response,
e v is the coefficient of thermal expansion,

e v > 0 is a regularizing coeflicient reflecting bending rigidity,

e ¢ > (0 is heat capacity,

e x> 0 is heat conduction function,

e p > 0 is mass density,

e )\, >0 and p, > 0 are Lamé constants related to viscous response,

f:Q x (0,7) — R? is an external force,
e h:@Q x (0,7) — R is an internal heat source.

The system (3.0.5), (3.0.6) can be derived from a more general model introduced
in [178] under assumptions that the displacements and their velocities are small.
Thus the higher-order terms can be neglected. To derive suitable a priori estimates
we must introduce suitable scaling of respective functions f, and h.. Comparing
equation (3.0.5) to (3.0.1) we can see that another term is present, namely Dd;u,
which can cause problems related to Korn’s inequality. Fortunately, the term can
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be treated in a similar way as Du and it is thus enough to modify the technique
developed for the first system. Since in (3.0.6) we have Vi we do not face the same
difficulties as with the displacement u. On the other hand, there is the nonlinear
term k(¥) that must be overcome during the limit process to get reasonable limit
equations. Again we must prove the limit functions u and ¢ are independent of
variables x9 and x3.

The last system for compressible, nonlinearly viscous fluids is represented by the
Navier-Stokes equations

e Continuity Equation
Op + div (pu) = 0, (3.0.10)

¢ Momentum Equation

¢ (pu) +div (pu @ u) + Vp = div S + pf (3.0.11)

in @ x (0,T), where u is the velocity, p is the density, p is the pressure, S is the
viscous stress tensor and f stands for external forces.
In this paper, we pay attention to isothermal gas, which means

p(p) = cp, (3.0.12)
where we put ¢ = 1. We also restrict ourselves only to non-Newtonian fluids, i.e.
S = P(|Du|)Du, (3.0.13)

where D is the symmetric part of the gradient and the function P will be specified
later. We complete (3.0.10), (3.0.11) by the set of the Navier boundary conditions

(t - (P(|Du|)Dun) + hu - t)(z,t) =
(t- (P(|Du|)Dun) + qu - t)(z,t) =

0, (z,t) €Ty x (0,T), (3.0.14)
0, (z,¢) €Ty x (0,T), (3.0.15)
where I'; and T'y, T'; UTy = 9Q, will be specified later, and

(u-n)(z,t) =0, (z,t) € 0Q x (0,T), (3.0.16)

to ensure the well-posedness of the problem. t is a tangent vector and n is an outer
normal vector to dQ. The initial conditions are

p(x,0) = po(x) 2 0, (pu)(z,0) = (pu)o(z), = € Q. (3.0.17)

4 Preliminaries

In this section, we introduce basic notation used throughout the thesis together
with function spaces. We also introduce curved domains together with their basic
properties. The curved domains are then used for dimension reductions to one or
two dimensions.

4.1 Basic notation and function spaces

We denote by R? the usual three dimensional Euclidean space with scalar product
“. “and the Euclidean norm | - |. For the scalar product of tensors and the tensor
product we use notations “: “ and “® , respectively. By “- x -” we shall denote
the vector product in R? and by (-,-) any ordered pair. In the text, the symbol
“x 7 is also used for the Cartesian product of two spaces and |A| will also denote
the Lebesgue measure of some measurable set A, without danger of confusion. The
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summation convention with respect to repeated indices will be also used, if not
otherwise explicitly stated. We use for constants the symbols C or C}, for i € Ny =
{0,1,2,...}. Constant vectors will be denoted by C or C; for i € Nj.

Let Q C R? be a bounded Lipschitz domain, i.e. its boundary can be described
by Lipschitz continuous functions. If we denote the boundary of @ by 0Q, we
can write 0Q € C%!. In the same context we use notation 9Q € C*, k € N. We
also use well-known Sobolev, Lebesgue and Bochner spaces. The symbols W1P(Q),
Wy P(Q) and LP(Q), respectively, thus denote (for p € [1,00]) the standard Sobolev
and Lebesgue spaces endowed with the norms || - [|1,, or || - ||,- In case we will
work with vector or tensor functions with components in the Sobolev and Lebesque
spaces we will use the notation WHP(Q)™ or W1P(Q)™*"™. Tt holds for other spaces
as well. [IW,P(Q)]’ stands for the dual space to Wy*(Q). Other dual spaces will be
denoted similarly. The notation C™(Q), with m € Ny, means the usual spaces of
continuous functions whose derivatives up to the order m are continuous in Q. We
can analogously define the space C°°(Q). By notation C§°(Q) we mean the space
of C°°-functions with compact supports. The space D(Q) consists of smooth (C*°-
) and compactly supported functions endowed with the inductive limit topology.
The respective dual space is [D(Q)]’. The symbols LP(0,T;X), p € [1, 0], and
C([0,T]; X), where X is a Banach space, stand for the Bochner spaces endowed
with the norms

T 1/p
ollznto i3 = ( | et dt) and [olloomn = s o)

From the definition, it is clear how to establish other Bochner spaces as L>°(0,T; X),
WLP(0,T; X), p € [1,00], and C9([0,T]; X), ¢ € N. In the thesis, we will also use
function spaces that are somehow related to classical Lebesgue and Sobolev spaces.
Since the spaces are closely related to a specific chapter we do not introduce them
here.

A natural generalization of the Lebesque and Sobolev spaces are the so-called
Orlicz and Sobolev-Orlicz spaces denoted by Le(Q), W'Le(Q) and WiLe(Q).
Since the function spaces are not so widely used, we pay them more attention.
During their introduction, we follow [108].

The theory of the Orlicz spaces is based on the definition of the Young function

D(z2) := /Z o(s) ds, z >0,
0
where
L. ¢(0) =0;
2. ¢(s) > 0 for s > 0;
3. ¢ is right continuous at any point s > 0;
4. ¢ is nondecreasing on [0, 00);
5. lims— 00 (8) = 0.

The main difference between the Lebesgue and Orlicz spaces is that the so-called
Orlicz class Lo (Q) defined as a set of functions satisfying

/ O(|u(z)]) de < oo
Q
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is not generally a function space. To define the Orlicz spaces we have to introduce
the norm

Il = s | (o) de

where v € Ly(Q) and fQ |v(z)]) de < 1. VU is a complementary function to ®
defined by

Y(t) = sup s, t >0, U(z /w
p(s)<t

But even in this case, we get two spaces instead of one. The first function space

(denoted by Lg(Q)) is defined as a set of functions satisfying |lull¢ < oo and the

second space (denoted by F¢(Q)) as the closure B(Q)H.”@, where B(Q) is a set of
bounded functions. Unfortunately the Orlicz class and the two function spaces do
not coincide, i.e.

Es(Q) € Le(Q) C La(Q).

The sets coincide only if the Young function satisfies the so-called As-condtion, i.e.
®(2z2) < k®(z), for all z> zy > 0 and some constant k > 0. (4.1.1)

The discrepancy between the Lebesque and the Orlicz spaces has an unpleasant
consequence in weak convergence. In case of the Orlicz spaces a sequence {u,, };1> C
Ls(Q) converges Eg-weakly to u € Ly (Q), if

lim (un(z) —u(z))v(x) de =0, Yv € Eg(Q).

n——+oo Q
We write u, % 4. The weak-* convergence in Lg (Q) is equivalent to the Fy-weak
convergence. Moreover, the boundedness of {u, },7> =% in Ls(Q) implies the existence

of an Ey- weakly convergent subsequence of {u,,};7>%. We face the same problems
with the definition of the Sobolev-Orlicz spaces. We can thus denote by

W*Le(Q) and WFEs(Q)

the spaces such that the corresponding functions and all their distributional deriva-
tives up to the order k belong to Le(Q) and Fg(Q), respectively. Sobolev-Orlicz
spaces W{ Lo (Q) are generalizations of Sobolev spaces Wy(Q). By [WaLa(Q))
we denote their dual spaces. We refer the reader to [108] for more details about any
of the above-mentioned function spaces.

There are also three main inequalities.

e Hoélder’s inequality: Let u € Le(Q) and v € Lg(Q), where ®, U is a pair
of the complementary Young functions. Then uv € L*(Q) and

/ fu(@)o(@)] dz < Julle@ ol e@) (4.1.2)

e Young’s inequality Let a, b € (0,400) and ®, ¥ be the complementary
Young functions. It holds that

ab < ®(a) + V(D). (4.1.3)

e Jensen’s inequality Let us assume that A : R — R is a convex function and
a(x) is positive almost everywhere in @ C R", n € N. Then

fQ fQ ) dx
( fQ ) < fQ (4.1.4)

for any non-negative function w : @ — R supposing that all the integrals
in (4.1.4) are meaningful.
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4.2 Curved rods and related function spaces

In this section, we define curved domains using referential “straight” domains. The
notation is then used in Section 4 for elasticity problems and corresponds to curved
rods. We also introduce function spaces related to the curved domains.

Let S C R? be a bounded simply connected domain of class C! satisfying the
“symmetry” condition

/]}2 dafgdl‘g = / I3 dl‘gdl‘g = / ToX3 dl‘gdl‘g, =0. (4.2.1)
S S S

In Section 4, we denote by 2 := (0,1) x.S and € := (0,1) x€S open “cylinders” in R3,
where [ > 0 and € > 0 “small”, are given. Domain (2 is called a referential domain.
Domain 2, represents the thin domain derived from (2. It can be represented by
mapping R,

R.: Q— QE, Ri(l'hl'g,l'g) = (lEl, €T, 61’3). (422)

If we assume € — 0 then Q. — (0,{). Using the limit we pass from a three-
dimensional domain to a one-dimensional beam.

The elastic domain may not be necessarily straight but may be deformed. To
describe the deformed domains we must introduce their suitable descriptions. Let
C. be a Jordan unit speed curve of length [ in R? defined by its parametrization
®_:[0,]] — R3, and let t., n., b, denote its tangent, normal and binormal vectors.
The parametrization thus satisfies |®.(xz1)] = 1. Let us assume that the function
®. is smooth enough and that all the derivatives mentioned below exist. Further,
we define the auxiliary functions a., B¢, 7. (corresponding to the usual notions of
curvature and torsion) by

— ¢/ — ¢/ — h
Qe :=t,-be, B =1, -1, 7 :=b, -1,

where t. is the derivative of t. with respect to z1, etc. To obtain these relations,
we use the assumed orthonormality of the local basis t., n., b, which gives the
orthogonality properties t. -t. = 0, n. -n. = 0, b, - b, = 0, that is t. may be
expressed via n¢, b, and so on. In this way, we obtain the “laws of motion” of the
local frame

t; = aebe + Benea
n. = —ft.— b, (4.2.3)
bl = —a.t.+yn..

At the end, we introduce the mapping P,
P.:Q — Rg’ Pe(y) = @ (y1) + yane(y1) + ysbe(y1), (v1,v2,y3) € Qe, (4.2.4)

which gives the parametrization of the curved rod S~25 =P.(Q.).

To distinguish the derivatives according to domains (Nlﬁ, Q. and 2 we shall write
0; = %7 where ¥ = (U1,72,93) € Qe, 0; = 8%1-’ for y = (y1,y2,vy3) € Qe, and
0; = B%i’ where © = (x1,22,23) € . In an analogous way, we denote by v a
function defined on ﬁe, v a function defined on €2, and v a function defined on ).
The respective function spaces used in the thesis are

V(Q) = {FeW"(Q)®:V|p. (10} xes) = VIp. ({1} xes) = 0}
V() = {veW"(Q)®: V|joyxes) = Vl({13xes) = 0},
V(Q) = {V S WI’Z(Q)g : V|({0}><5) = V|({l}><S) = 0}
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To derive further quantities needed for the transformation of equations from
Section 2, we follow the most general approach introduced in [199]. Let us assume
for a moment that all derivatives exist. Using the introduced notation we can
establish

de(y) := det(VP(y)) = 1 — Be(y1)y2 — e(y1)ys, V(y1,92,y3) € Qe,  (4.2.5)

where, due to the Jordan property, P, : Q. — §~2€ is a C1- diffeomorphism (see
Ciarlet [44], Theorem 3.1-1). The covariant basis at point P.(y), y € €, of the
curved rod is defined by g; (y) := 9;P.(y) and (using (4.2.4)) these vectors are
given by

g1,c(y) = (1 —y2Bc(y1) — yzae(y1))te(y1) + y3ve(y1)ne(y1) — y27ve(y1)be(y1),

g2.c(y) = nc(y1), 83.e(y) = be(y1). (4.2.6)

The vectors g7¢ defined by the relations g; -gJ¢ = §% | constitute the contravariant
basis of the curved rod at the point P.(y). They have the form

ghe(y) = te(y) g2 (y) = Y37yt (y1)

T Ay’ d.(y) +nc(y1),
g7 (y) = M +be(y1). (4.2.7)
«(y)
Further, we define the covariant and contravariant metric tensors (gij’g)g’,j:l and
(" )f’j 1, where
Gijie = 8ivc " &jes =808l (4.2.8)

After substitution y = R.(z), we adopt the notation
97 (x) = gV Re(@)), gige(2) = Gije(Re(2)), gie(@) := gie(Re(x)),  (4.2.9)

gh(2) := g7 (Re(2)), de(z) := de(Re(z)). (4.2.10)
We can also derive the covariant basis at the point (P o Re)(z), € . Thus
0 (7) := 0;(P. o R,)(x) and these vectors are given by

01(z) = (1 — exafe(x1) — exzac(r1))te(z1) + €xsve(x1)ne(21) — €x2ve(1)be(21),
02.(7) = en (1), 03,(x) = ebc(z1). (4.2.11)

The vectors o’ defined by the relations o; . - o/¢ = §%_ constitute the contravariant
basis at the point (P, o R.)(z), € Q. They have the form

te(z1) —3Ye(21)te(x1) | me(21)
1,e € 2,€ €
o '“(x) = s o (x) = + ,
() de(z) (z) de(x) €
b
03,6(.%') — mz’yﬁ(‘rl) (ml) 6( ). (4'2.12)
de(x) €
The respective covariant and contravariant metric tensors can be defined as
follows (045,¢)7 ;= and (0")? ;_,, where
Oije = 0j ¢ Oje, 0" 1= o¥¢ . o7, (4.2.13)
These tensors have the form
dg + 621‘%’762 + 621‘%762 621‘37& _62:1;276
(Oz'j,e)?,jzl = | 37, € 0 (4.2.14)
—62x2’y€ 0 €2
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and

1 —Z3%e TaYe
dz dz d?
. _ 2.2 2
(07} 1 = fz%% =+ mig wzfgwe . (4.2.15)
T27Ye —aaw3y? 1 + z5ve
: dz € dz
Now, we can calculate
0 () i= \/det(oij,e(m))ijzl — 2d,(z). (4.2.16)

For the function d, introduced in (4.2.5), we can assume that d.(y) # 0 for all
y € Q. and “small” € in view of Corollary 4.3.3.

Using the notation above we can also define the function spaces closely related
to the curved domains as follows

VoP(0,0) = {(v, ) € W (0,1)° x L2(0,0) - v/ - t=0

and v, := —pt + (v/ - b)n — (v/ - n)b € W;%(0,1)%}. (4.2.17)

The properties of space Vg’n’b(O, 1) will be studied in section 3.4.

4.3 Regularity of the curved rods and their approximations

In Section 3.2 we have established the curved domains. The curved domains depend
on € but the dependence need not be only related to the thickness of the domain.
We can also assume a more general concept based on a sequence of curved domains
that can change their shapes and that converge to a limit curved domain. In the
section we thus follow the approach from [199] which enables us to reverse the
process, i.e. it enables us to create suitable smooth approximations of a given one-
dimensional curved domain. We further show that the one-dimensional domain
can exhibit lower regularity than its approximations without a significant influence
on the studied problems. In addition, the process also covers the original problem
where the shapes remain the same and only the thickness of the domains is changed.
Let us start with several important propositions and their corollaries.

Proposition 4.3.1 [92] Let us assume we have curve C given by parametrization
® c C([0,1])®. Then the tangent vector t € C([0,1])? is defined by t = ®' and
there exists a normal vector n € C([0,1])? such that |n(z1)| = 1, n(x1) - t(z1) = 0,
x1 € [0,1]. The vector b =t X n has the same reqularity properties and completes
the local frame.

Using the result we are able to prove the proposition that enables us to create
smooth approximations of a given unit speed curve with low regularity.

Proposition 4.3.2 [199] Let us assume we have curve C given by parametrization
® < C([0,1))® such that its tangent vector t = ®’ is a piecewise continuous function
with a finite set D of points of discontinuity. Then there exist the functions n and
b piecewise continuous such that

|t| = n| =|b| =1, tLlnlb in [0,]]\ D. (4.3.1)
In addition, there exist the functions

{q)e}ee(o,l)v {tE}GG(O,l)v {ne}EE(O,l)a {be}eé(o,l) CCOO([OalDS

such that ®. are parametrizations of Jordan curves C. and

& =t,, [t|=n]=|b]=1, teln,Lb, on [0,]] (4.3.2)
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te = t, n. » n, b, — b pointwisely in [0,1] \ D, (4.3.3)

1
€ s 0~ 0 () (4.3,

and .
1€ s 101~ 0 () (1.3.5)

forr € (0,%). In addition, ®. — ® in C([0,1])*.

In [199] we manage to prove more general result which holds for @ just Lipschitz.
The following corollary gives us an overview of the asymptotic behavior of further
quantities defined in the previous section.

Corollary 4.3.3 [199] Let the functions ®., t., n. and b, have the properties
given by Proposition 4.3.2. Then the functions ae, Be, Ve defined by (4.2.3) belong
to C*°([0,1]) and have the following behavior

1
oo 180es Tl ~ 0 (). (43.9)
! ! / 1
ol 1820 Tl ~ 0 (5 ) (037)
forre (0, %) In addition,
sup sup  [Be(y1)y2 + ac(yn)ys| | <1 (4.3.8)
y1€[0,1] \ (y2,y3)€eS

for e sufficiently small and thus the mappings P, defined by (4.2.4) are injective and
there exist constants C;, j = 0,1, independent of € and x such that

0< Co <dc(z) <Cy, Ve (0,1) and Yz € Q. (4.3.9)

4.4 Properties of the space Vi™(0,1)

In this section, we summarize and prove the properties of the space V(t)’n’b(O, 0).

Proposition 4.4.1 [199] Let the space Vg’n’b((), 1) be defined by (4.2.17). Then
z1
Y =—v,-tand v(zy) = / [~ (Vs -b)n+ (v, -n)b] dz; (4.4.1)
0

for x1 € [0,1], where ¢ is a piecewise continuous function, and
l
v(l) = / [—(vi-b)n+ (Vi -n)b] dz; =0. (4.4.2)
0

Vg’"’b(O, 1) is a nontrivial Hilbert space endowed with the norm

v )12 = IVIIT 5 + 1015 + vl - (4.4.3)

Proof: The relations in (4.4.1) follow from (4.2.17) because v/ - b = v, - n and
—v’:n = v,-b. Relation (4.4.2) is a consequence of the assumed boundary conditions
for the function v.

Using the embedding theorem, we obtain from the definition of the functions
v, and t (see (4.2.17) and Proposition 4.3.2) and from (4.4.1) that 1 is piecewise
continuous.

30



Tt is obvious that space v;"‘vb(o, 1) is linear and the norm (4.4.3) is induced by

the scalar product

l

l l
(v, ) (V1) ;:/O [V-v+v V] dx1+/0 1/)1de1+/0 (Ve VoV, -V] dzy (4.4.4)

for arbitrary couples (v,), (v, %) € VE™P(0,1).
As a next step, we show that the space VS’“’b(O,l) is complete in the norm
introduced in (4.4.3). Using completeness of the spaces W, %(0,1)® and L2(0,1) and

taking a Cauchy sequence {(v,,¥,)}%2 in V(t)’n’b(O, 1), we can find such functions

v, v. € Wy?(0,1) and ¢ € L?(0,1) that
Vp =V, Vip — Vi in VVOI’Q(O7 13
and
P, — 1 in L*(0,1).

One can, however, pass to the limit in the norm (4.4.3) and the completeness of
VERP(0,1) is thus proved.

Now, we want to show that the space Vg’n’b(O, 1) also contains nontrivial cou-
ples. To prove this we take an arbitrary function v, € Wol’2(0,l)3 such that its
components are not identically equal to zero. Then the function v defined by

H(21) = /O YL@, b)n+ (@, m)b] da, o1 € 0,1,

satisfies

l
W) = [ @b+ @ mbldz =

for some constant vector C;. Now, we take another function h € I/VO1 ’2(0, 1)3, which
is not proportional with v, and whose components are not identically zero, such
that

l
/ [-(h-b)n+ (h-n)b] dz; = Cos.
0
We define the function v, by (we do not use the summation convention here)
Ci,
— C;ihi(l‘l), T € [O,l]

)

Then v, € VVO1 ’2(07 [)3, its components are not identically equal to zero and

l
V(i) :/ [—(v. - b)n+ (v, -n)b] dzy =0,
0
This implies that the function v defined by
z1
vo) = [ (bt (vmb] i, o€ 0.0,
0

belongs to Wol’Q(O, D3, v' -t =0, = —v, -t is piecewise continuous and thus the
nontrivial couple (v,1) belongs to VE™P"(0,1). O

Vt’n’b

Now, we construct spaces that approximate the space V;™7(0,1) via tangent,

normal, and binormal vectors.
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Proposition 4.4.2 [199] Let t., n. and b, be the functions from Proposition 4.3.2
and let the spaces Vg“n“b‘ (0,1) be defined by (4.2.17) using the functions t., n,
b, instead of t, n, b. Let, further, (v,1¢) € V(t)’“’b(O,l). Then there exist couples

(Ve,he) € VEmP<(0,1) generating the functions v, . such that
{Ve}ee(o,l) C Cgo(oal)?)v {%}ee(o,l) C 080(0’1)7 {V*,E}ee(o,l) C 080(071)3’

Ve =V, Vi — v, in WyR(0,0)3, (4.4.5)

e — ¢ pointwisely in [0,1] \ D and in L*(0,1), Vp € [1, c0), (4.4.6)

1 1 1
Me~o(5) w0 (E).re(03). aan

Proof: In the definition (4.2.17) of the space VE™P(0,1), we defined the function
v, with the help of the function v. But we can use the inverse procedure as in the
proof of Proposition 4.4.1. We can then easily construct by regularization the set
of functions {Vy c}ee(o,1) € C5°(0,1)* such that

for e — 0, and

i/'\*,e — Vi in WOLZ(O,l)S fOI‘ € — O

We know from Proposition 4.3.2 that t¢ — t, n. — n and b, — b pointwisely in
[0,1]\ D and strongly in LP(0,1)3, p € [1, 00), and thus, using the Lebesgue theorem,

l
/ [~ (Ve - bone + (Vi e - ne)be] dz; = C3(e) — 0,
0

for € — 0. Let h be some vector function from C§°(0,1)3 that is not proportional
to v, and whose components are not identically equal to zero, such that

1
/ [—(h-b)n+ (h-n)b] dz; = C4 = (C4,1,C4,2,C43),
0

with C4; # 0,9 =1,2,3. Then

/l[—(h . be)l’l6 + (h . Ils)be] dZ1 = C4 + C5(6),
0

where Cs(e) — 0 for ¢ — 0. Now, we define functions v, . by (we do not use the
summation convention here)

Cs,i(e)

__E3) ), 0, i=1,2,3 (44,
Crit Gl (z1), x1 €[0,1], ¢ 3 (4.4.8)

v*,e,i(xl) = 717*,6,2'(:[1) -
Then v, € C§°(0,1)3, the functions v, ;, i = 1,2,3, are not identically zero and

l
/ [_(V*,e : be)ne + (V*,e . ng)be] le =0.
0

Then analogously as in Proposition 4.4.1 we define the functions

ve(zy) = / [—(Vie - be)ne + (Vi e - ne)b.] dz1, (4.4.9)
0
e = =V te (4.4.10)
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and thus (v, ) € VEo™P<(0,1). Since t., n, and b, € C([0,1])?, we get easily
from (4.4.8) and from the properties of the functions v,  and h that v, . € C§°(0,1)?
and thus using (4.4.9), (4.4.10), v. € C§°(0,1)® and 9. € C§°(0,1) for all € € (0,1).

The verification of (4.4.5) and (4.4.6) can be done easily and we omit it. From
(4.4.9), it follows the estimate

HVQ/H2 | — (V;,e “beo)ne — (Vi - b/e)ne — (Vie 'be)n; +

+ (V;,e ! ne)be + (V*,e : n;)be + (V*,e : nE)b/e”? <
C(IVecllz + vl (bl + 10]1)),

IN

which, together with (4.3.4), yields the first relation in (4.4.7). The second relation
in (4.4.7) easily follows from the fact that ¢ = —v, . - t. and from (4.3.4). O

4.5 Shells

In this subsection, we introduce the notation used in Section 5. The notation is
related to shells and is used in the limit processes which leads to two-dimensional
models. _

The domain Q. C R? is defined by the use of a reference domain 2 = S x (0, 1),
S C R2, 98 € %!, and the mapping O, : Q — Q. so that

O : (z1,x9,23) = (21, 22) + exzaz(x1, z2), (4.5.1)

where 6 : S — R3 and

aj = (8191,6102,8193),
ay = (0O201,003,0:03),
a L a; X ag

3 T |a1 X a2| '

We suppose that a;, 0,a; and 82533 € L>(Q)3, where a, 3 =1,2 and j = 1,2, 3.
First, we define the covariant basis (see [44], section 1.2)

Cle = 019, = aj + exz0as, (452)
g2 = 020, = as + exzdsas, (453)
83 = 030, = eas, (4.5.4)

the covariant metric tensor G,

[Ge]ij = YGij,e = Bie " 8jes (455)

and its determinant g. := det (G). Further, we also define the contravariant basis
by the relations _ -
g gje=0". (4.5.6)

It is known from [44], Theorem 1.2-1, that

(G = g = ghe g
and also (see [44], proof of Theorem 1.3) that
(8" (@)l = WO (),

where T = O.(x).
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For convenience, we denote the determinant of submatrix (G¢)7 ;_, as dc. Rela-
tions (4.5.2)—(4.5.4) and (4.5.6) enable us to express the contravariant basis:

g = d7' (Ig82cl’81e — (81 - 82.6)82.¢)
g7 = d7' (|81’ 82 — (81 - 82.)81.c) 5 (4.5.7)
gS,E — 6_133-

The contravariant basis is well-defined, because d. > 0 (see (4.5.14)). For further
calculations, we determine explicitly also the matrix G, and its inverse:

gi1,e gi12e 0O g'te g'?c 0
G, = . go2e O , G;l = . g2%e 0 ,
sym . €2 sym . €2
where
gll,e = \al|2 + 26173&1 . 6133 + 621‘3‘81&3‘2,
g12 = ay-az+exrs(a;-dhasz+ag-dhaz)+ 6233;%,8133 - Opas,
g2 = |ag|® + 2ewzas - Ooag + €13|00a3%,
gll’6 = 922,ed;17
g2 = —gid’t,
9P = gued;

Terms ¢13,c and g23 . are equal to zero because
2
8l,c " 83, = €a - ag + €“x3a3 - Ohaz = 0.

The last equality is due to orthogonality of a; and az, and equality az - d2a3 =
%82|a3|2 = %821 = 0. Similarly, ga3. = 0 and thus also g'3¢ = ¢g?3¢ = 0.

Mapping O, can be decomposed into two parts: deformation and contraction.
Therefore, matrix G, as well as the inverse matrix G_!, can be decomposed into
two parts. In Section 5, we need the decomposition of G- 1. Thus, we denote

1 0 0
E—=| . 1 0o |, (4.5.8)
Sym el
[g"h (8> lash
Re:= (g™ 1", 1>  [as]") = | [g"2 [g*F2 [asl |- (4.5.9)
g3 [g*]s [as]s

It holds that G;! = E.RTR.E.. It is an easy matter to demonstrate det(R! R.) =
d-t, g = d.e® and

gll,e gl2,e 0
RTR, = .g*c 0 ). (4.5.10)
sym . 1

From the relations (4.5.2)-(4.5.7), it is simple to prove that RI R, is a symmetric
positive definite matrix. Hence, d-! > 0 and therefore v/d. > 0 is well-defined.
Furthermore, it stems from Cauchy’s inequality that d. would equal zero if and
only if g1, = g2,.. However, this situation cannot occur because g;  and gs  are
linearly independent.

In the end, we have a look at the asymptotic behavior of the above-defined
scalars and vectors for € — 0. We have

gl1e a1, g2 a2, g3 0 in Wl’oo(Q)S, (4.5.11)
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|a1\2 ap - a 0

G.—G= : las|? 0 | in L*™(Q)?, (4.5.12)
sym . 0
d_1|a2|2 —d_lal -as 0
R'R. - RTR = : d'a)> 0 in L>=(Q)?, (4.5.13)
sym . 1
Ge — 0, de —d= |a1|2\a2|2 — (a1 '&2)2 in LOO(Q> (4514)

Therefore, d. > § > 0 and the contravariant basis is well-defined by relations (4.5.7).
It immediately follows from the above convergences that

ght — a':=d ' (Jas[’a; — (a; - az)az) in WH>(Q)?, (4.5.15)
g¥ — a’:=d ' (Jai[’ay — (a; -az)a;) in WH>(Q)% (4.5.16)
Hence,
[@']s [a%1  [ash
R=| [a'2 [a%)s [ag] |. (4.5.17)
[a']s  [2’]s  [as]s

Let us remark that all these limit functions depend only on x; and x5 because aj,
ay, ag as well as a', a? are independent of z3.

5 Elasticity

In this section, we study two problems related to elastic materials. In the first sub-
section, we show how to treat dimension reduction in the case of a time-dependent
model of linear elasticity. The next subsection deals with a more general model
related to heat-elastic materials. The results were published in [210] and [215].
Both results are related to curved rods. The technique, that enables us to derive
limit models, is based upon a priori estimates and respective convergences applied
to higher dimensional models.

Let us, however, start with a brief overview of related results. The most straight-
forward results are for cylinders [1] because in this case, we do not need to work with
curved domains. The situation starts to be complicated if some kind of deformation
comes into play. The deformation is related to the functions ®. (see Section 3.2),
where € corresponds to the thickness of the domain. It is obvious that the regularity
of the function is important for various approaches and one of the main aims is to
relax the regularity assumptions. The most natural approach is to assume that
®_ is independent of e. In this case, C*-regularity of ® was assumed in [99]. The
regularity was further relaxed to C? in [7], [100] and [195]. The next question is
whether also the shapes of the curved rods can depend on e. If it is possible we can
think about the relaxation of the regularity of a limit function ®. The problem was
studied in [199], where, using the more general framework, we start with C* piece-
wise continuous parametrization ® which corresponds to the limit curved rod. The
function ® can be approximated with smoother parametrizations ®. representing
Jordan curves that are used for three-dimensional models. The main idea of the
approximation is based on a similar approach for shells from [28]. It was obviously
necessary to modify the approach for curved rods. The approximation will be used
in all subsequent sections.
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5.1 A general asymptotic dynamic model for elastic curved
rods

In this subsection, we introduce a linear evolution problem for clamped curved rods
and show the limit process for ¢ — 0 under minimal regularity assumptions on the
geometry. The whole process of dimension reduction is decomposed into several
subsections covering a weak formulation of the problem and its transformation on
a referential domain, basic assumptions, auxiliary propositions, a priori estimates,
the limit process, and qualitative properties of limit functions.

5.1.1 Weak formulation of an evolution equation for the curved rods
and the main result

In this subsection, we introduce the weak formulation of the linear evolution model
for the elastic curved rods. Let us assume that we have a sequence of elastic curved
rods represented by domains €. Q. are defined by mappings P. o R, (see (4.2.2)
and (4.2.4)) for € € (0, 1) arbitrary but fixed as three-dimensional homogeneous and
isotropic elastic bodies with the Lamé constants A > 0, i > 0 and with mass density
pe. Assume further that € is clamped on both bases P.({0} xeS) and P ({I} x eS).
Let f be the body force and h the surface traction acting on the curved rods Q.
such that f. € L2(0,T; L2(Q)3) and h, € WL1(0,T; L2((P, o R.)((0,1) x 85))3),
for € € (0,1). The equilibrium displacement u. is a weak solution of the equation

T
/ /~ [~ PO (t) - OV () + ATM Dy, (t) Dy v (t)] dydt =
0 Q.

// dydt+// ) dSedt (5.1.1)

for all v € C°(0,T; V()), where S, := (P o R.)((0,1) x 9S), Akl .= \§ii gkl 4
(6671 +6167%) and DV = (DijV)3 =1 stands for the symmetric part of the gradient
of the function v. The solution u,. satisfies the initial state

U (7,0) = Q0.c(7), 8:0(7,0) = a1.(7), § € Q. (5.1.2)

Based on Section 3.3, mappings P. o R, are parametrizations of smooth three-
dimensional curved rods with corresponding vectors t., n., b, € C*([0,1])3.
We can transform equation (5.1.1) on a referential domain Q2. Using the notation

u. = u.(P 6i:R) Pe-—Pe(NP:DR), = v(P 6oR) qo,c = qo.e(Pec o Ry),
qie = qi,e(Pc o Re), f. := £, (P o R,) and h, = he( < o R.), we can rewrite
(5.1.1)—(5.1.2) as follows

T
/0 /Q [—peduc(t) - 0pv(t) + ATM Wi (uc(t))ws; (v(E)] de dadt =

t)de da:dt—l—/ // v;ot<cy; dSdxidt (5.1.3)
WAL e VO S

for all v € C§°(0,T;V()), where the solution u,. satisfies the initial state

u(z,0) = qo.e(x), Opuc(z,0) = q.(z), (5.1.4)

vi, i = 1,2,3, are the components of the unit outward normal to (0,1) x 95,

(0')} ;=1 was introduced in (4.2.15). Symmetric tensor w(v) has the form

wé(v) = éﬁe(v) + kS(v). (5.1.5)

36



The symmetric tensors §¢ and k¢ consist of several nonzero elements that are sum-
marized below.

1
(V) = 5(82v “g1e), 055(v) = 0av - n, 0545(v) = 03v - b, (5.1.6)
€ 1 € 1
f3(v) = 5(83v “81e), 055(v) = 5(82V -be + 03v - n,), (5.1.7)
1 1
K11 (V) =01V - 81, Kia(V) = 5(81‘, ‘n.), Kiz(v) = 5(51V - be). (5.1.8)

Since the transformation of the symmetric parts of the gradients from (5.1.1) is
a crucial step in derivation of (5.1.3), we introduce here its main ideas. For more de-
tails, we refer the reader to [44] and [199]. Let us take function v € W12(Q,)3. First,
we show how the transformation between ﬁe and Q. looks like. We take P, defined
in (4.2.4), gk = ([g"1, [8"]2, [8"¢]3) from (4.2.7) and W, = (101, Wa,c, W3 ) are
such that

Ui o P = ., [g";, i = 1,2,3.
Then _
(6]‘51') o 155 = (6lwk,e - wq,er?k,g)[gk,e]i[gl’e]jv

where the Christoffel symbols F;,m are defined by
F;k},e = gi’é : éjgk,ﬁ ia.jv k= 17 273

Using the notation

_ 1, - _ i B
DijjjWe := 5 (05j,c + i) — y,

P
Lij.er

we obtain B
D;j(V) o P. = Dy we[ghi[g" 5, i, =1,2,3.

Now, we define the vector function v, by

Ve = w; g (= VoP,).

Then
Lo 3 7 1_——16,6— 3. (0 ohe .o
5(8iwj,e+ajwi,e) = 5(81'(101@,68 “8j.e) + 05 (10,8 'gi,e)):
1z, _ 5 _
= (0 g + (7. 8-

Since the Christoffel symbols are symmetric in the indices i, j, we get, using the
identities

WL o = Wre(8 0i8jc) = 0i(Ve  8jc) — OiVe - Bjres

_ k _ 5 -
wk,ﬁ]‘—‘ij,e = 8j (Ve ' gi,e) - ajve * 8ies

and the notation

W5 (Ve) 1= = (0iVe - Bje +0jVe - 8ire) s

1
2
that

Hence



If we want to pass to referential domain 2, we have to use the mapping R, (see
(4.2.2)) and the chain rule to get (5.1.5).
Using the transformation we get (see [44]) that

Aidkl . \gid gkl o p(66IL 4 il Ik
is replaced by A¥* and AV where
AikL . \giieghle 1 (gihegile 4 gibegibe) ARl (p) .= ZTH(R (2)).  (5.1.9)
To avoid confusion with tildes and bars let us also use the notation
AGH = ASTGM 4 (5767 + 57 6F). (5.1.10)

Similarly we can derive

dggdgjl = 0c\/v;0Y0v;dSdx, = EQdeq/Z/iOij’El/dedl‘l

(see [44] and (4.2.16)).
At the end of this subsection, we introduce the limit model, formulate assump-
tions and state our main result. Let us denote

f.erh({,El,t) = /f($1,$2,$37t) dxodzs +/ h(.%‘l,l‘g,w;g,t) ds (5111)
S S
plxr) = /p(xhxg,xg) dxodxs, (5.1.12)
S

for (z1,t) € (0,1) x (0,T,) and z1 € (0,1), respectively. We show how to prove that
after a suitable limit process we come to the asymptotic dynamic model

T ! T !
—/0 @(t)/o poru(t) - v dxydt —|—/0 @(t)/o E[I1(01u.(t) - b)(v, - b)+
T !
+15(01u.(t) - n)(v, - n)] dridt Jr/o @(t)/o uK(O1u.(t) - t) (vl - t) derdt =

T l .
:/ Sg(t)/ (fen(t) - v) daqdt (5.1.13)
0 0

for all functions ¢ € C§°([0,7]) and v, € W,?(0,1)% generated by an arbitrary
couple (v,¢) € Vg’n’b(O,l). To shorten the notation we omit variable x; from
(5.1.13). The function u that, together with the function ¢, generates the function
u, (see (4.2.17)), satisfies the initial state

u(xl,O) = qo(xl) and (p@tu)(ml,O) = (ﬁql)(xl), T € (0,[) (5114)

To prove any relation between (5.1.3)—(5.1.4) and (5.1.13)—(5.1.14) we must define
suitable scaling and assumptions. Let us assume that

1. pe = €2p, where p € L>() and

0<Cy<p<C(Ciae. in (5.1.15)

2. f. =€, f € L?(0,T; L*(Q)3), h. = €¢h, h € WL1(0,T; L?(0,1; L*(95)3));
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3. {do,eteco,) € V(Q), {d1,etee(o,1) C L ()2,
%Hw(qo,e)uz <, Vee (0,1), (5.1.16)
where the constant C' is independent of ¢, and
Qo,c — qo in V(Q), qi,c — qi in L*(Q)° (5.1.17)

for ¢ — 0, where qg € VVOLQ(O,Z)3 and q; € L?(0,1)3, i.e. the limit functions
qo, g1 are the constant functions in the second and third variable.

The reason for the choice of scaling is that without it we are unable to derive suitable
inequalities and consequently a priori estimates for u. (see (4.1.67), (5.1.87) and
(5.1.88)). Without the estimates, we are not able to guarantee boundedness of the
functions u. in appropriate spaces, which means that the curved rods can be broken
when the diameter converges to zero.

After substitution of the above assumptions to (5.1.3)—(5.1.4), we get

/ [ [=ple) - Buv(e) + AP o 0) o ()] . e =

t)d. dxdt+/ // v;0ty; dSdridt (5.1.18
AL OO e fricn st 5119

for all v e C§°(0,T;V(€)), and

ue(l‘l,O) = q076(a:1), atug(xl,O) = (1175($1), xr1 € (O,l) (5119)
We finish the section with our main result.

Theorem 5.1.1 Let a function ® € W1>°(0,1)3 be a parametrization of a unit

speed curve. Let £ € L2(0,T;L*(Q)%), h € W40, T; L?(0,1; L*(85)?%)) and fryn

be defined in (5.1.11). Then, there is a unique pair (u,¢) € L>(0,T;Vy P 0,1))

such that dyu € L=(0,T; L*(0,1)3) N C([0, T; [VE™P(0,1))') that generates a unique

solution to the problem (5.1.13)—(5.1.14). Moreover, the constant extension to ) =

(0,1)xS of (u, ¢) may be approzimated by solutions u, € L>(0,T;V ())NW1>°(0,T; L?(2)3)
of the problem (5.1.18)~(5.1.19) as follows

u = lir% u, x-weakly in L>°(0,T;V(Q)),
e—
ou = lirr(l) dru, *-weakly in L>=(0,T; L*(2)%),
e—
1
¢ = lir% 2—((’92uE b — O3u, - n,) *-weakly in L>(0,T; L*(Q)).
e—0 2¢€

To make the theorem shorter and less complex we did not include all assumptions
and we postponed them to the next section.

5.1.2 Auxiliary propositions

We summarize now auxiliary propositions from [199] we need for the proof of the
main result. We also mention one useful proposition from [100].

Proposition 5.1.2 Let A >0, u > 0 and AY* be defined in (5.1.9), i.e

Aijkl _ )\gu,e kl,e +M( ik,e ]l € +gzl eg_]kge).
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Then there exists a constant C > 0 such that the estimate

3
D [tl* < CATH (@)t (5.1.20)

2,j=1

holds for all z € Q, all € € [0,1] and all symmetric matrices (t;;)3 with the

ii=17
constant C' being independent of € and x.
Proof: First, we verify that
gik‘(:ﬂ)gﬂ’e(m)tkltij >0ift;; #0

for all € € [0,1] and x € Q. In the case of € € (0, 1], the proof proceeds in the same
way as in [44] Theorem 1.8-1.The case € = 0 is an obvious consequence of (4.2.7),
(4.2.9), (4.2.10), Proposition 4.3.2, (4.3.6) and (5.1.10). The mapping

3
(e, (ti;)) € K= [0,1] x @ x {ti; Z lti]* = 1} = g™ (2) g’ (@) tnits;

ij=1

is continuous. The only difficulty could appear for € — 0. The domain K is however
compact and, for instance, the terms

_exgye(n)

12,e — e

converge to zero in C(Q) for € — 0 because of (4.2.7)—(4.2.10) and Corollary 4.3.3.
We thus infer
C= inf (@) g (@) tpati; > 0.
L ()9’ (@)trats; >

Hence, we get the assertion of the proposition. O
Proposition 5.1.3 [100] Let w € W12(Q). Then 9;0;w € L*(0,1;[Wy*(S)]') for
i, j = 1,2,3 except for i = j = 1. If, in addition, w|z,—0 = w|z,= = 0, then
0w =0 = Djw|e,=1 = 0, for j = 2,3, in the sense of the space C([0,1]; [Wy(S)]).
Furthermore, if v € L*(0,1; L*(S)), d1v € L2(0,1; [Wy > (9)]") and v|w,—o = 0|41 =
0 in the sense of the space C([0,1]; [Wy2(S)]'), then there is a constant C indepen-
dent of v such that

HU||L2(O,l;L2(S)) < CHVUHLQ(O,l;[Wol’2(S)}/)' (5121)

Proposition 5.1.4 [100] Let sequences {v,, }°; C L%*(0,1; L*(S)) and {10,152, C
L2(0,1;[Wy%(S)]) be such that vn|e,—0 = Unle,=t = 0, for all n € N, in the sense
of the space C([0,1); [Wy2(S)]'). Assume, in addition, that these sequences satisfy
O1vn — &, Qv — 0 in L2(0,1; Wy %(S)]), j = 2,3, (5.1.22)

where € € L*(0,1; [Wy(S)])'). Then & € L*(0,1) and there exists a unique function
v e Wy2(0,1) such that v/ = ¢ and

v, — v in L*(0,1; L*(S)), (5.1.23)
vn — v in C([0,1; [WH(S)]). (5.1.24)

If the convergences in (5.1.22) are strong then the convergence (5.1.23) is also strong.

The next proposition follows from (4.2.15) and Corollary 4.3.3.
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Proposition 5.1.5 We have

d. — 1inC(Q), (5.1.25)
ede(x)\/Vi(x)oijve(m)yj(x) — 14n C((0,1) x 95), (5.1.26)
for ¢ — 0, where v;, i = 1,2,3, are components of a unit outward normal to

(0,1) x 9S. Thus, there exist constants C;, j =0,1,2, such that 0 < Cy < d.(z) <
Cy for all z € Q, and 0 < dc(z)e/vi(w)0<(z)vj(z) < Co for all z € (0,1) x IS
and € € (0,1).

5.1.3 Korn’s inequality and stress tensor limit

This section deals with a version of Korn’s inequality on curved thin domains and
its consequences. For the kind of domains, it is necessary to identify the dependence
of a constant from the inequality on the thickness of the domains, i.e. on e. The
following proposition is key to the version of Korn’s inequality.

Proposition 5.1.6 Suppose that {€,}52; C (0,1) and €, — 0. Let, in addition, a
sequence {u., 152, C V() be such that

o= uwin Wh(Q)3, (5.1.27)
iws"(ugn) — (in LA(Q)° (5.1.28)

€n

Ue

for €, — 0. Then the couple (u, @) € V(t)’“’b(O,l) (in the sense Oju =0, j = 2,3),
where the function ¢ is such that

1

5 (O2u,, - b, —dsue, -n., ) — ¢ (5.1.29)

in L?(Q) for €, — 0. In addition, the couple (u,¢) generates the function u, €
Wy2(0,1)3 (see (4.2.17)), which together with the function u satisfy the relations

"t = 0ae onl0,l, (5.1.30)
-t = 3Gia — DCiz in L2(0,1; [Wy2(9)])), (5.1.31)
u,-n = —03(1 ae on[0,], (5.1.32)
u,-b = (11 a.e. on|0,1]. (5.1.33)

If the sequence { 2w (u.,)}32, converges strongly in L?(2)°, then the convergence
in (5.1.27) is strong as well.

Proof: The proof is a shorter version of the proof of Proposition 7.2 from [199].
We decompose the proof into several steps.

1. We show the function u depends only on x.

Since u. € V(Q), Ve € (0, 1), the convergence (5.1.27) implies that the function
u € V(Q) as well. Function u can be expressed as

u=(u-t)t+ (u-n)n+ (u-b)b.

It is thus enough to check that u-t, u-n and u-b depends on z;.
From (5.1.27), (5.1.28) together with (5.1.5)—(5.1.8) we get

diue, - gre, — Ou-t=0in L*(Q), i =2,3.
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u - t thus depends only on z;. Using the same approach we can deduce
Ooue, -n., > 0u-n=0, Osu., -b,, = dzu-b=0,

and
(O2ue, - b, +suc, 1., ) — (Gbu-b+ dsu-n)=0.

Using the first relations we arrive at

~

(u-n)(x1, 22,25) = & (21,23) and (u,b)(z1, 22, 23) = (21, 22),

where &; € L>(0,1; L*(S)) N L2(0,1; WH2(S)), i = 1, 2. Integrating the second
relation over rectangle [29, xo] x [29, 23] we get

(51(3317933) - 51(3317373,))332 = —(52(931,332) - gz(ﬂflaxg)>$3-

After integration over a second rectangle with nonempty intersection we can
check that there is no dependence on point (29,29). We thus have

u-n = (r1)rs +&(r1), u-b =& (x1)re + E&3(21) in Q. (5.1.34)

Since, in addition, the functions n and b € L°°(0,1)3, the functions & €
L2(0,1),i=1,2,3.

It remains to prove that & (z1) = 0. From (5.1.34) we have
91(dsu - n) — 9y (8u - b) = 2¢1 in [Wy2(Q)]'. (5.1.35)

In an analogous way to the above, we can check that dsu., -n., —dauc, - b,
converges to d3u - n — dou - b weakly in L?(2) and thus

d1(dsu,, -n.) — 91 (duc, -be,) = d1(d3u-n) — 1 (dpu - b) in [W,*(Q)].

Changing the positions of derivatives we get the identities

1
P <a3(32uen “81e,) — 0a2(d3uc, 'gl»en)) -

€n

= B, (03u, - te, ) — ae, (Daue, ~te,) +7e, (O5uc, - be, +02u,, -1, ) (5.1.36)

and

B5(O1ue, -n. ) — Bo(Arue, b, ) = (81(33u6n ‘n.,) — 8 (dou,, ~b6n))+

+8e,(03u, - te,) — ac, (Gue, - te, ) + 7, (03uc, - b, +douc, -n,) (5.1.37)

in [Wy*(Q)]'. If we subtract identities (5.1.36) and (5.1.37) and use again
(5.1.27), (5.1.28) together with (5.1.5)—(5.1.8), we arrive at

A1 (dsu,, -n,,) — 1 (dpu,, -be,) —= 0in L2(0,1; [W,*(Q)]).

€n

Hence and from (5.1.35) we have £] = 0 in the sense of distributions and thus
& is a constant.

As the last step we prove that £, = 0. Since we know properties of u-t, u-n
and u-b we can write

u(ry,r2,73) = (u-t)t(z1) + Gz + &o(z1))n(zr) +
+ (=&xe +&3(z1))b(xr). (5.1.38)
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Due to u € V() we know that d;u € Cy(0,1; [W,*(S)3)'), j = 2,3 (see [100]).
Taking ¢ € W,"*(S) such that Js ¢ drodrs =1, we get from (5.1.38) that

/ 82U(£€1,£L’2,1’3)Q0 dl’gdl’g = 751})(%1), I S [O,Z]
s
Hence we get that —&1b € Cg(0,1)3. If b is continuous then

0= lim [ Ou(zy)p dradrs = —& b(0).

x1—0 S

But |b(0)] = 1 and thus & = 0. If b is not continuous in z; then& = 0 as
well.

. We prove the identity (5.1.30).
The relation is a direct consequence of (5.1.27), (5.1.28), (5.1.5), and (5.1.8).

. If we put
1
Qe, = f(aguen b, — O3u, -n,) (5.1.39)
then
Djbe, — 0 in L2(0,1;[Wy*(S))), j = 2,3, (5.1.40)

for e, = 0 and ¢, |z,=0 = Pe, |s,=1 = 0 for €, € (0,1) in the sense of the
space C([0,1); [Wy(S)]).

The result follows from Proposition 5.1.3 and application of (5.1.27), (5.1.28),
(5.1.5)—(5.1.8) to the relation

1 1
82¢5n = 5 <62(82uen 'ben) + 82(831-16” . nen)> - *63(82uen 'nen)v

2¢n €n

which holds in L2(0,1; [Wy?(S)]’). The same arguments can be applied to

83¢6n'

. Let us define ., = (ugy,uly, ul) by

€n ._ __ €n .__ia €n _ia
Uy = e,y Uy = (D3ue,, - B1,c,); Uy = (Doue,, - 81e,),
€n €n

where

1 1
e, = —Qc,te, — 67(83116,1 ‘81, )0e, + :(82116” "8le,)be,.  (5.1.41)

n n

As a result of our assumptions, we get

MWy, te, — O3Ci2 — Oalas in L2(0,1;[W,%(S)]),  (5.1.42)
O, ., b, — 8l in L20,1;[W,2(S)])), (5.1.43)
O, ., -n., — —5C in L2(0,1;[Wy7%(9)]") (5.1.44)
and thus
Oy e, — (03C12 — 02C13)t — O3(11n + a(i1b (5.1.45)

in L2(0,1; [Wy2(S)3]) for e, — 0.
From (5.1.28) and (5.1.5)—(5.1.8), it follows that

1 € 1 € 1 € 1 €
:253915 (ue,)+ :53’<«'12(uen) - :28291§ (ue,)— :32"61%(11%) — 03(12 — 02(13
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and 945 (0 )
k11 (e, .

% - ajC117 J= 2337

in L2(0,1; [Wy*(8)]') for €, — 0. Thus to prove (5.1.42)~(5.1.45) it is enough

to check that

1, e 1, .
Ortn, e, — (000 + SO (u)-
€ €n

n

1 1

g@ﬁymge@ﬁymg>aomL%m, (5.1.46)

_ ki (ue,)
€n

0., - b, — 0 in L*(), (5.1.47)
D3k (u,
+ 3411 (Ue,,)
€n

O, ., -1, — 0 in L*(9). (5.1.48)
First, we find the expressions for the terms 0 u., - t¢,, O1Ux., - D, , and
01Uy, - be, . Using the definitions (5.1.5)—(5.1.8) of the tensors §» and k",
it is easy to see that it is enough to add (5.1.36) to (5.1.37) and to multiply
this sum with f to get

n

1 € 1 € 1 € 1 €
6?83015 (ue,) + :63'%15 (ue,) — 6?82915 (ue,) — :82“17?; (ue,) =
1
=5 (81(83116” ‘n,) — (02, - ben))+

2€,,

1
Jr: <Ben (Osue, -t ) — ae, (O2ue, -te, )+ e, (53u5n - b, + O2u,,, - nen)> .
n

By rewriting the above mentioned expression in such a way that it involves the
terms %Ben (Osue,-g1,,) and %aen (O2ue, g1.,) instead of %Ben (Osue, -te,)

and }naen (Oou,,, - t., ), we conclude that

1 €, 1 €, 1 €, 1 €,
:283915 (uc,) + ;83’415(‘16”) - :282913 (uc,) — ;32“15(‘1%) =

1 1
— (“O16e+ B O, 1)~ S O, 1)) +
n

n

(82 22 + @, ey 1) (O5u, - te,) — (e, B, 22 + 02 23) (Gau, - t,) )+

+ <<Ben76n'r2 + an> (83u6n : ben) + <a6n76nx3 + 7?) (82u€n ! n€n)) -

- (Ben%n 23(03ue, " 1e,,) + Ae, Ve, 22(02u,, - ben))- (5.1.49)
in [, %(Q))'. In addition, all terms except d;¢., belong to L2(0,1; [W,*(S)])
then d1 6., € L2(0,1;[W,*(S)]) as well. From the definition of u,, (5.1.41),
(4.2.3) and (5.1.49), it follows that

6111*7€n ~t€ =

n

1 . 1 . 1 o 1 o
= <€28391§(uen) + :83“13(‘16”) - 6*282013 (ue,) — 67182/‘513(116")) -

n n n
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- ((652”1’2 + e, Be, 73) (O3, - te,) — (e, Be, T2 + 0‘3”13)(82“6" : ten>) -

- ((Ben'yenfw + ’}:") (Osu, - be,) + (aenﬁ)’enxi’) + 7;") (O2u,, - nen)) +

n n

+(5en%nfc3(53uen : nen) + O‘en'Yenx2(a2uen : ben)> (5150)

in L2(0,1; [W, %(S)]).

Further, using (4.2.6) and (5.1.8), we get (in the sense of L2(0,; [W;%(S)]"))

that Bkt )
%ar1ie) _ Ly rue -t ) — Ds(Orue, - (w28 b))

€n €n

—02(O1u,, - (z30c,tc,)) + 02(01ue,, - (T37e, e, ))—

782(81]'1611, : (xQ’Venben)) = ZIJ

Jj=1

Now, we express the terms I;, i = 1,...,5, individually. Changing the position
of the derivatives d; with 9 in the terms above and using (4.2.3) and (4.2.6)
lead (in the sense of the space [W,*(Q)]') to

1 Qe
L = —0i1(0ue, - 8i.,) — —(02u, -be,) —
€n €

n €n
+ x2/82n (O2ue,, - te,) + 225, 01(02u,, - te,) + $3O‘;n (O2ue, - te,) +
+ x30c, 01 (aQuen te,) — xiﬂ’én (82uen : nen) -
— 37, 01(02uc, -, ) + $2'72n (O2ue, - be,) + 27, 01(d2ue, - be,,),

12 - _/8671 (61uen . ten) - x?ﬁenal (82uen . ten) + x2aen66n (a2uen : bsn) +
+ 1'2652” (821-16" : nén)a

IS = —T30, 81 (82115" : ten) + xSCVgn (82uen : ben) + x3aenﬁen (aQHEn : nen)a
Iy = x37,01(02uc, -n¢,) + 230, Ve, (O2ue, - te,) + zS’Yezn (O2ug, - b, ),
Is = —7,(01u, -be,) — 227, 01(02uc, - be,) — Tate, Ve, (O2u, - te,) +

+ mg'yfn (O2ue, - ng, ).

Then we get

o)) ’iﬁ (uen, )

-

1 Qe,,
I; = :31(82uen “Ble,) — ; (O2ue, - be, )=

6’!1 n

Jj=1

Be.,
- ; (a2uen ‘ne,) + l‘zﬂén (O2ue, 'ten> + 55304;1 (aQuen : ten)_
n
_373'72n (Oeu, -, ) + x2’7£n(a2uen “be,) = Be, (O1ue, -t )+

+zoac, fe, (Ooue, - be, ) + xgﬁfn (Ooue, -n. )+ xgafn (Oou, - b, )+

n

+zzac, Be, (O2ue, -0, ) + 238, Ve, (O2ue, - te, ) + IB'YeZn (O2ue, - b, )—

Ve (O1uc, - be,,) — T20c, Ve, (O2u, - te,) + xQ’YeQn (O2uc, -n, )
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in [Wy*(€2)]’. In view of the definition of functions u.., , we can derive (after
rearrangement)

1 1
alu*uen ' bﬁn =—0 (aQuen ' gl,en) — Q, d’en + ’Yen*(aiiuen 'gl,en) =

n 671

_ (825?11(115n) 4 %en ((82u6n b, )+ (0su., .nen)>> N

€n €n 2

1
+’-Y5n (6(831167,, : gl,sn) + aluen ‘ ben> -

n

- (<_66n + Bgna:Z + O‘enﬁenx?) - ’Yénx?) + 752n$2) (8211671 . nen)> -
n

€

- (( L mo+ O‘,en,x3 + BepYen T3 — Qe Ve, T2) (02U, - ten)) -

€n

~((QeBe, w202 w5492 wa -, @2) (O, b, ) e, (Oru, t.,) ) (5.151)

93r1Y (Uey,)

in L2(0,1; [W)3(S)])). In an analogous way applied to =l we can
derive that

alu*’en ‘n,., = (_ 83:‘4,11(1167) + & ((62116” . bEn) + ((93116" . 1’16”))> +

2

€n €n

1
+'_Yen (6(82116” : gl,en) + aluen : nen> +

n

o
+ ((— SO ozfnxg + ae, Be, T2 + ’}/énﬂfg + Wfilx;),) (O3u, - ben)> +

€n
+ ((ﬂénIQ + O/Enxli + Ben’ﬁnlﬁ - O‘en'Yean)(aBuen : ten)) +

+ ((aen Be, 3 +ﬁ52n332 +’762n T2 _’Yénxi%)(ai%uen ‘ne,)—ae, (01u, 'ten)) (5.1.52)

in L2(0,1; [W,%(9)]).

Now, we check the convergence (5.1.46). The convergences (5.1.47), (5.1.48)
can be proved analogously. From (5.1.50) and the fact that u., € V(Q), «., ,
Bers Ve, € C2([0,1]), g1.c, € C®(Q)3, t.,, n.,, b, € C>([0,1])3, it follows
that the difference

2
€ €n € €n

81u*7en . tEn - (830?5 (uen) + 83H’i5(u6n) _ 820?; (uen) o aQHig(uﬁn))

is well-defined in L?(Q) for ¢, € (0,1) and satisfies due to (4.3.6) and (5.1.50)
for r € (0, %) the estimate

‘ 0015 (ue,) | Oskp3(e,) _ Obif(ue,) 3%?’5,(116”))

2 2

alu*,en 'ten - (

€n €n €n €n 2
1 1 1
<O\ 5 l0sue, - te, ll2 + 5 102, - te, [l2 + 411030, - be, [l2+
€5 (S €n
1 1 1
+ﬁ”a2uen ‘e, (|2 + ?”aﬁ%uen ‘e, (|2 + W”aﬂlen “be,ll2 ) =
€n €n €n
1
= Clen) + 2 <||63u€n ‘1, |2 + [|02u, - b, ||2)a (5.1.53)
n
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where C(e,) — 0 for €, — 0 as a consequence of (5.1.5)—(5.1.8) and (5.1.28).
It remains to study the behaviour of the terms

1
o [0sue, - n,
En

1
2 EHaQuen - be,
GTL

2.

The estimate

-b 1
‘ (93usné ne, n ‘ 32u€n2 wll <9 ‘ 7(83Uen ‘n., +du., -b. || +
€ 2 € 2 €n 2
(5.1.21)
+2 ‘ 6?(83uen . ne” - 82“6" : bﬁn) (5-1:.39) C](En) + 46’}71_2'r||¢6" 2 S
n 2
oo (5.1.40)
< Culen) +Ce > Y 11050l 20 0wy (syp)
j=1
o (5.1.49),(4.3.6)
= Ci(en) + Calen) + Cer 1010, [l L2 0 1wt 2(sy1) S
C 1 . .
Sa&w+@&m+2rw&%%mﬂ+%m%mﬁ +
€2 €n L2(0,5[Wy 2 (S)))

1
—0a055(u., ) + Oart (u,)

n

i

+
L2(0,55[W5 *()])
C
5 (1050, - g1l + 1021, - 81, l2) +
2)+
2)+

6?(83“671 : nen)
n

+Ce ' (ll0au, - te, 12 + 0, -,

2+ [|02ue,, - 1,

C
+ (HaSuen -be,
6"

+Cel 2 (’ L

2r
€n

= Cilen) + Cey ™ (

(82 U, * ben )

"

)

2

! (O2ue,, - b, )

2 + ‘ 6?(3311% ‘1, ) >
j=1 n 2 n 2
can be rewritten as
1 1 o
‘ 6?(63116” . l’len) ‘ + ‘ 6?(82u6n . bﬁn) < OZCJ(Gn)
n 2 n 2 j=1

We show now that Cj(e,) = 0, j =1,...,6, for ¢, = 0. Ci(en) — 0 as a
consequence of (5.1.28), (5.1.5), and (5.1.7) and thus

1
—r (O2ue, - b, ) + 03ue, -ne, — 0

€n

in L?(Q) for ¢; € [0,2). From (5.1.27), (5.1.28), and (5.1.5)—(5.1.8) we can
further derive the convergences

1 1
87 ( (azuen ' gl,Gn) + 81u€n : nfn) — 0? .] = 27 3?
€ €

q
n n
1

i<
€n n

1
((83uen . gl,en) + aluen . ben) — 07 j = 27 37
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in L2(0,1; [Wy*(S)]') for €, — 0 and ¢ € [0,1), which leads to convergences
03 (Gn) — 0,

1 1
67(32u€n, “81.e,) 0, 67(8311671 “8le,) >0

in L?(Q) for ¢ € [0,1),

1 1
ﬁ(‘%uen 'nen) — 0, 6?(6311% 'ben) =0

n n

in L?(Q) for ¢; € [0,2) and ¢, — 0, and subsequently to convergences of
Cy(en) — 0 and Cg(e,) — 0,

1

— (05uc, - te,) = 0in L*(Q), j = 2,3,
n

for g2 € [0,1 —7r), r €

4r—1<1—7‘for7‘€(

we can conclude that

( 7%) and €, — 0, and to C5(e,) — 0 because of
%) Cs(e,) — 0 is a consequence of (5.1.40). Hence,

1
Egﬁ<||33uen ‘g, [l2 + [|02u, -b€n||2) —0 (5.1.54)
n

for r € (0, %), which, together with (5.1.49), implies (5.1.46) and thus (5.1.42).
Now, it remains to prove (5.1.45). Since

Nee, = (D1, - te, Jbe, + (1, -0, )0, + (D10, - be, )b,
it is enough to show that

(alu*,en : ten)ten - (83C12 - 82C13)t in L2(07 l; [WOL2(S)3]/)7
(O1us e, -0, )N, — —03¢n in L*(0,1; [Wol’z(S)S]’),
(D1, -be, )b,  —  Baliin in L2(0,1; [Wy2(9)3])

for €,, — 0. We check only the first convergence. The next ones can be proved
in almost the same way. Since t is a bounded function depending only on z1,
then (5.1.42) yields

(D1ls e, - te, )t = (93C12 — D2C1s)t in L2(0,1; Wy 2 (S)?]).
It remains to show that
(B e, - be, Jbe, — (D10, - te, )t — 0 in L2(0,1; [We2(S)%])

for €, — 0, which follows from the estimate

/(alu*7€n “te,)(te, —t)p dx| <
Q

1
2

l
<C ( [te, (1) — t(z1) (@)l 2 5 dwl) — 0,
0

for €, — 0 and for arbitrary but fixed function € L2(0,; W, %(S)), because
[te,| = [t| =1, Ve, € (0,1), t., — t pointwisely in [0,!] \ D and thus we can
use the Lebesgue theorem.
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dju, ., — 0 in L2(0,1;[Wy 2 (8)?)), 7 =23, (5.1.55)
and Uy o, |4—0 = s, |o,—1 = 0 in the sense of the space C([0,1]; [Wy2(S)3]").

Since ¢, |z,=0 = @e,, |z,=1 = 0 for all €, € (0,1) in the sense of the space

C([o,1]; [Wof’2(S)3]’) (see 3.), u., € V() and since the functions g ,, t,,
n. , b, belong to C*° ()3, we can use the definition (5.1.41) of the functions

u, ., and applying Proposition 5.1.3, we get that U, e, |z,=0 = Ws,e, 1=t =0
in the sense of the space C([0,1]; [Wy7*(S)3]).

It remains to show (5.1.55). Using the definition (5.1.41) of the functions
U, , we obtain the identity

OjUse, = —0jde, te, +0; (du, - be,)n., — 9; (due, -0, )b, —
1
—0; (6(8311571 “Ble,) +O1U, - ben) n, +

1
+8J <6(62u6n : gl,én) + aluﬁn ' nen) bEn (5'1'56)

in L2(0,1; [Wy*(S))), j = 2,3. From (5.1.28), (5.1.5)—(5.1.8), (5.1.40),
(4.3.3) and from the fact that the functions t.,, n., , b, are bounded in
L>(0,1)3, it follows that

jde,te, = 0in L0, [Wy*(5)), j = 2.3,
1
0 <6(83u5n "8le,) + 01U, -ben> n., — 0 in L*(0,5; [W,*(S)*)),

1
d; <%(a2uen ‘81e,) + 0, - n) b., — 0 in L(0,1; [Wy*(S)?))

for j = 2,3 and ¢, — 0. We can see from (5.1.56) that it remains to prove
that

aj(aluen 'ben)nen — 0Oin LQ(Oa L [WOLQ(S)S],)a J=2,3,
d;(due, -n. )b, — 0in L*(0,1;[Wy(S)%), j=2,3

for €, — 0. From (5.1.27), it follows that d1u,, -n — d1u-n in L*(Q) because
n is a bounded function. Similarly as above we can deduce

oiue, -n,, — dyu-n and (O1u, -n., )b, — (d1u-n)bin LQ(Q)?’.

The second convergence can be proved in the same way. In point 1., we proved
that the function u depends only on x; and hence

6]‘(8111 : l’l)b = 07 8j(81u . b)l’l = 0, j = 2, 3.

.., — O, in L2(0,1;[W,%(8)%)), i=1,2,3,  (5.1.57)
.. — u,inL*(0Q)3 (5.1.58)
W, — u, in Co([0,1]; [Wy2(S)%]) (5.1.59)
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for e, — 0, and u, € VVOM(O7 1)3, where

u,(z1) = /Oml[(a:sClz(Zl,ﬂ?z,Jf:a) — aCi3(21, T2, x3))t(21)—

—03C11(21, T2, x3)0(21) + 02(11 (21, T2, 23)b(21)] d21 (5.1.60)
for (z1,xa,x3) € (0,1) x S. In addition,

e, = ¢ =, -t in L*(Q) (5.1.61)

for €, — 0 and ¢ is piecewise continuous.

Points 4. and 5. enable us to use Proposition 5.1.3 and 5.1.4 to prove (5.1.57)—
(5.1.60) and u, € W;7%(0,1)3. From (5.1.41), it follows that ¢, = —u,.c, -te, .
Then (5.1.61) easily follows from (5.1.58) using the pointwise convergence on
[0,{] \ D of the functions t,.

. Function u determined by (5.1.27) and function ¢ by (5.1.61) form a couple
such that (u, @) € Vg’n’b((), 1). In addition u, satisfies (5.1.31)-(5.1.33).

To prove that (u, @) € VS’“’b(O, 1), it is enough to check that u = u, where

z1
u(zy) = / [~ (us - b)n + (u, - n)b| dzy, x1 € [0,]]
0
(see (4.2.17) and Proposition 4.4.1). We define the function u., by
x1
G, (oaaa) = [, (21a,0) b (1), (1) +
0

+(u*7en(z1,a:2,a:3) ‘N, (2’1))1)6“’(2’1)] le, ($1,$2,$3) S [O,l] x S. (5162)

The definition (5.1.41) of the function u, ., together with (5.1.62) enable us
to express the function u., by

~ ! 1
u., = —/ |:(82U-en . gl,ﬁn)nfn + ?(83116" . glyen)ben dz, (5163)
0

€n n

where we omit to write the variables (z1,x2,x3) and (z1) on the right-hand
side to simplify the notation. Using (5.1.63), we can deduce that

T
Ue, / 81u6n le =
0
T

/ (81u€n : tfn)tfn + (81u€n ' nfn)nfn + (81u€n ! bfn)bﬁn le =
0

~ . Oou -
= +/ {(alu% e, Vte, + <2€g15 +ou,, ~nen> n., +
0 €n
(M

€n

+ 81u6n . b5n> ben:| le.

Hence and from (5.1.28), (5.1.5)—(5.1.8) we get (similarly as in 4.)
o, — Oiu., — 0in L*(Q)% and 4., — u., — 0 in C([0,1]; L*(S)?)

for €, — 0. Since, in addition, u,, — u in WH2(Q)3 and u € W, %(0,1)3, we
can conclude that u =1 a.e. in [0,!] and thus

u(zy) = /011[_(11* -b)n + (u, -n)b] dz;, x1 € 0,1],
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and z
u(l) = / [ (us - b)n + (u, - n)b] dz; = 0.
0
Hence, from (4.2.17) and Proposition 4.4.1, we get that (u,¢) € VE™P(0,1).
The rest follows from (5.1.60).

. Let éwen (ue,) — ¢ in L*(Q)°. Then
u., — uin WhH3(Q)? (5.1.64)

for e, — 0.
From (5.1.5)—(5.1.8) it follows
ojuc, -t.,, =0, j=2,3, du,, -n., — 0and dsu, -b., =0

in L?(Q2). To prove that dau., and dsu., converge strongly in L?(2)3, we
must verify the strong convergence of the functions dsuc, - be, and Osu., -n.,
to zero in L?(Q)), which follows from (5.1.54). The rest of the proof is a
consequence of the identity

djue, = (9jue, - te,)te, + (Ojue, - ne, )ne, + (9;ue, - be, )be,, j=2,3,

because [te, | = ne,| = |be,| =1 for all n € N.

It remains to investigate the functions dju.,. We know from (4.1.5)—(5.1.8)
that
o, -t., — 0in L*(Q).

Similarly as for d;u., it is enough to prove the strong convergences
(O1ue, -n,, )n., — (O1u-n)n and (O1uc, - be, )be, — (O1u-b)b

in L?(Q)3. Since n., — n pointwisely in [0,!] \ D and |n., | = 1 it is enough
to check that

o, -n., — ou-n, diu,, -b., — dju-bin L3(Q). (5.1.65)

Due to (5.1.5)-(5.1.8) the problem is equivalent to the convergences

1
:(32115,, ‘g1e,) — —0Ou-nin L*(Q),

1
:(3311% ‘g1.,) — —0Oiu-bin L*(Q).

The convergences follow from the convergences of the functions u, ,

— u,-bin L*(Q),

Wy, "N, — U,-Nin LQ(Q)

W, ., b

€n

that follow from (5.1.41) and the fact that (u,¢) € VE™(0,1) (see (4.2.17)).
Due to the pointwise convergences of sequences {b., }>°; and {n., }52, and
their boundedness we can restrict ourselves to the proof of

U, — u, in L*(Q)%.
To check the convergence, we use the inequality (C' is independent of v)

[vllz < C(HU”[WOI’Z(Q)]/ + ||VUH[W(}»2(Q)3]/)7 Vo e L*(Q)
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(see [14, p. 189]). First, it follows from (5.1.58) that
W, — u, in [ 3(Q)%].
In the second step, we show that

V.., — Vu, in [, %(Q)°].
Since we suppose that éof" (ue,) = ¢ in L?(92)? and thus 9, éwen (u.,) —
;¢ for €, — 0 in the space L2(0,1; [Wy*(S)°)), j = 2,3, we can use (5.1.5)—
(5.1.8) together with (5.1.46)—(5.1.48) and (5.1.60) to deduce
MU, ~te, — Ou,-tin L2(0,1;[WS3(S)])),
., n., — Ou,-nin L2(0,5; [Wy*(9)]),
M, ., b, — du,-bin L¥0,1;[Wy3(S)])).

Using again the properties of t. , n., and b, we arrive at

D, ., — diu, in L2(0,1; [W,%(S)%))
and thus strongly in [Wy*(€2)3]".
Further, we want to show that
i, — 0 in [Wy2(Q)®), j=2,3,

for e, — 0. If we take (5.1.40), (5.1.56) and its subsequent convergences we
can restrict ourselves to the proof of

9j(drue, -be,)n., — 0in Wy ()%, j=2,3,

d;(u,, -n. )b, — 0in [W32(Q)%, j=2,3,

for €, — 0. The relations in (4.2.3) provide us with

€n €n

9j(01ue, - ne, )b, = 0;01(ue, - ne,)be, — 0;(ue, -1 )b, =

€n €n

= 01(0jue, - n¢, )be, + Be, (05U, - te,)be, +7e,(05uc, - be, )b, (5.1.66)

for j = 2,3. An analogous relation can be derived for 9;(d;u,, - b, )n.,. We
pay attention only to (5.1.66) because the proof for the second function is
similar. In view of (4.3.6), (5.1.5)—(5.1.8) and (5.1.54), we can deduce

Be,. (Ojue, - te,)be, = 0, 7, (05U, - be, )b, — 0 in LQ(Q)B.
At the end, we prove that
d1(9ju,, -n., )b, — 0in [W,*(Q)3), j=2,3.

It immediately follows from the estimate (using (4.2.3) and (4.3.6))

C
/Q(ajuen 1, )01 (be, ) dz| < —[|0jue, e, [l2]l@llz + [105ue, - ne, [l2]1014]l2
n

for ¢, — 0, r € (0, %), j = 2,3, and any function ¢ € WOI’Q(Q). Hence we
have
W, — u, in L*(Q)%.
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The following theorem is a version of Korn’s inequality that is necessary for the
derivation of a priori estimates in the next sections.

Theorem 5.1.7 There ezists a constant C > 0 independent of € such that
C
V12 < —||wf(V)|l2, Yv € V(Q) and Ve € (0,1). (5.1.67)
€
Proof: Let us assume the contrary, i.e., there exist the sequences {€,}22,, €, €
(0,1/n), and {v¢, }72q, ||Ve,|l1,2 =1, such that

1
— [ (ve,)
n

S|

|2 <

Hence (passing to a subsequence if it is necessary

~—

1
v, — v in WH3(Q)?* and —w* (v, ) — 0 in L*(Q)°.
€n
Due to Proposition 5.1.6 we arrive at
: 1.2(0n3 L 72
Ve, — vin WH2(Q)°, T(@gven b, —O3ve, -n., ) — P in L7(2)
€n
and thus
v.t=0,v.-t=0,v. - n=0, v. -b=0, ¢ =0. (5.1.68)
From the same proposition and the definition (4.2.17) of the space Vg’n’b((), 1), it
follows that (v,) € VE™P(0,1) and thus v € W, %(0,1)? and v, € Wy2(0,1)3. In
view of (5.1.68), we have that v, = 0 and thus v = 0, a contradiction. O

At the end of the section, we pay attention to the limit tensor ¢ from (5.1.28) if
u., are solutions to respective elasticity problems. Its properties enable us to derive
limit equations. To find the form of the tensor (, we must obtain the corresponding
equations for its components. Let us start with the static linear elasticity.

Proposition 5.1.8 Let the tensor ¢ be the limit determined by (5.1.28) and u, be
solutions to the equations

1
/A?kl—w,z;l(ueﬂ)enwf; (v)d, dx= 6721/ f-vd, dx+
o " e ' ’ Q

l
JFG%/ / h-vd., e,\/vjoiheny; dSdxy, Vv € V(Q), (5.1.69)
0 Jas

(see [199] for more details about the problem). Then ( satisfies the equation
/ AT Gud(v) de =0, ¥v € L*(0,1; W'2(S)?), (5.1.70)
Q

where the tensor 0°(v) is defined by

0 dav-t I3v-t
2 2
v)=| 2¥t gv-n Govbidsvn | (5.1.71)
I3v-t Oav:-b+93v:'n .
) ) 83V b

Proof: In the proof, we will use € instead of €, to simplify the notation. We want
to pass from the equations (5.1.69) to the equation

) AT 6% (v) de =0, Wv € V(9), (5.1.72)
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where the tensor §°(v) is defined by (5.1.71). We show that the tensor §°(v)
is the limit state of the tensors 0¢(v) + ex®(v) for € — 0 (see (5.1.5)—(5.1.8)).
Since the functions g1, n. and b, are bounded in L%°(Q)3 or L>(0,1)3, it is
easily seen that ex¢(v) — 0 in L%(Q)? (see (5.1.8)). Thus it remains to show that
0°(v) — 0°(v) in L23(2)? for € — 0. Since we know that g1 — t, n. — n, and
b, — b pointwisely in 2\ (S x D) or in [0,1] \ D, respectively, and are bounded
in L>°(Q)3 or L>(0,1)3, respectively, we can use (5.1.6)—(5.1.7) to prove the above-
mentioned strong convergence.

Using the definition of the tensors (Aijkl)?J,k’l:1 (see (5.1.9)), we can easily
check by (4.2.6)—(4.2.12) that

ATRL . AR i 0(Q), where AFF = X6T M 4 (5767 4 5167F)  (5.1.73)

for i,7,k,1 =1,2,3. The rest of the proof follows from density of the space V() in
L2(0,1;W12(9)3) and from (5.1.71) and (5.1.72). O
Before the following corollary, we introduce the notation:
1 A
H ._ 2
Cop 1= Ca2 + 2N+ o

Corollary 5.1.9 We have

/SClz:/SCm:/SCul’Q:/SC13$3:/S[C12963+413332] =0, (5.1.75)
/chz/sggxg :/S§2H3a:3 =0 (5.1.76)

/[Cé‘é +35) = /[Cﬁ‘é + (ghlae = /[c{é + ¢fazs = 0. (5.1.77)
S S S

1 A
Ciis = Gas + ian, (o = Coa. (5.1.74)

and

Proof: Let v € L?(0,1) be an arbitrary but fixed function and v = vt. Testing
equation (5.1.70) with functions vza, vz, va3/2, va3/2 and vaszs we can derive
(5.1.75).

Let us take now some arbitrary function v € L?(0,1; W2(S)3) such that v-t =
v -b =0. Then we can derive from (5.1.70) and (5.1.71) that

/Q[(A(Cn + oo + (33) + 2u2)(02v - 1) + 2ula3(d3v - n)] dx = 0. (5.1.78)

Analogously we deduce for arbitrary function v € L%(0,1; W12(S)?) that satisfies
v:-t=v-n=0 that

/Q[()\(Cn + Coo + (33) + 2u(33)(03v - b) + 2ula3(0av - b)] dx = 0. (5.1.79)
Using notation (5.1.74) we can transform (5.1.78) and (5.1.79) as
IO + ) + 20 @ - )+ 20 @rv )] o = 0 (5.1.80)
and

/Q (O + )+ 2u¢E)(D5v - b) + 2uCE (Bpv - b)) de = 0, (5.1.81)

respectively. Taking vas, vz3/2 and va3/2, where v = vn or v = vb, as test
functions in (5.1.80) and (5.1.81), respectively, yields (5.1.76). In an analogous
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way, we substitute the functions vy, v, vad/2, voozs and vaers, va3/2, where
v =ovn or v = vb, to (5.1.80) and (5.1.81), respectively, to derive (5.1.77). O

If we define the vector n € L?(Q)? by 0 := ((12,(13), then the equations (5.1.70)
after putting v = pt, ¢ € L2(0,1;W12(9)), and (5.1.31) can be rewritten in the
form

/ n-Vapdr = 0, Voc L*0,;; WH2(9)), (5.1.82)

Q

/ 7 - rotozyy do = / u, -ty dx, Y € Wy t(Q), (5.1.83)
Q Q

where we have denoted Vaozp := (920, 03¢), rotegt) := (—031, 02)) and the scalar
product here means the scalar product in the usual two dimensional Euclidean space
R2.

Lemma 5.1.10 Let S be a simply connected domain and let S € C'. The system
(5.1.82), (5.1.83) has a unique solution in L?(Q)?, given by

n = (6127 (13) = —%(u; . t)(agp — I3, 63]? + 1‘2), (5184)

where the function p € W12(S) is the unique solution to the Neumann problem
/[(821) — 23)0ar + (O3p + 22)07] dzodzs =0, /p dxodzrs = 0, (5.1.85)
s s

for all r € W12(9).

Proof: After substitution of (5.1.84) to (5.1.82) and (5.1.83), we obtain, using
(5.1.85), that

1 1
/ n-Vazpdr=—- / (ul, - t)(Dap — x3)0a¢p dx — / (U, - t)(Osp + 22)03¢p d =
Q 2 Ja 2 Ja

5.1.85)

1

— _5/ (v, -t)/[(agp—x3)82<p+(83p+$2)5’330} daydrgde, T2 0
0 s

and

1 1
/ n - totesth da = / (W, - ) (Do — 23)01) dar — / (. - £)(Bsp + 22) ) dor =
Q 2 Ja 2 Ja

1 l
= —5/ (11;K ~t) |:/ 63}732’(/) — 82]?631/} d.Z‘QdIg + / 1:3831/1 + 1‘2821/1 dl‘gdl‘g dﬂjl =
0 S S

:/u;~t¢dx,
Q

for all ¢ € C§°(€?), which implies that ¢ (x1,-,-) € C§°(S) for all x; € (0,1). Thus
by density the relation remains valid for all v € VVO1 -2 ().
To prove uniqueness, we assume that there exist two solutions 9, € L%(Q)?,

i=1,2. Taking ¢ = s@ in (5.1.82) and 1 = s¢ in (5.1.83) for all s € C3°(0,1), €
W12(S) and ¢ € Wy(S), it is easy to verify that the function 9, := (11,4, 72.s) =
fé sn dx1, where n = 1, — 15, satisfies the equations

/775 . v23§5 dl‘gdl’g =0 and /?75 . I'Otgg'(l)\ dl‘gd’ljg =0. (5186)
S S
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Let us define the vector functions s = (0,m1,5,Mm2,5) and 17) = (=, 11, 12), where
the functions v, ¥, ¥y € C§°(Q) are arbitrary. Since the function 7, is defined
only on S, we can deduce from (5.1.86) that

1 1
/ / 7, -rote) dr = / / 1, - rotost(z1) dradrsdr, = 0.
0Js 0Js

Hence, we can easily derive that rot, = 0 in D’(Q2). Since S is simply connected,
then Q = [0,{] x S is simply connected as well and there exists a function hy €
W12(€), unique up to a constant, such that §, = Vh, (see [83]), which means

alhs =0, ths =M,s, a?)hs =12,s,

and hence we get that hy € W12(S) and n, = Vazh,. After substitution @ = h,
to (5.1.86), it follows that ||[Vaghs|l2 = 0. Hence g, = 0 for all s € L?(0,1), which
implies n = 0. O

5.1.4 A priori estimates, related convergences and properties of limits

The standard technique in partial differential equations is the derivation of a priori
estimates. One of their important consequences is the option to derive various weak
convergences. In the thesis, the weak convergences are used in the derivation of our
limit equations. The derivation of the a priori estimates is however closely related to
the existence of a solution to (5.1.18) and (5.1.19). We omit the proof of existence
because this is not related to our main topic. The proof can be done similarly as in
[65] and [75]. For more details and comments we refer the reader to [210].

If we summarize the results from [210] we can prove the existence of a so-
lution u. to the problem (5.1.18)—(5.1.19) such that u. € L*>°(0,T;V(Q)), dru. €
L>°(0,T; L3(2)3), pdyu. € L*(0,T;[V(Q)]'), where the initial conditions in (5.1.19)
are fulfilled in the sense of the spaces C([0, T; L?()3) and C([0, T]; L2, (2)3), re-

weak
spectively. In addition, this solution satisfies for all € € (0,1) the estimates

2

1
1060|7072 (2)2) + Hew(ue) < C(H(h,e”%‘f‘
L= (0,T;L?(2)?)
1 2
" Hew(qO,e) + €172 0,723y + ”h”%/vlvl(O,T;L?(O,l;Lz(BS)S))> (5.1.87)
2
and
POl L2 0,1 pv ())) < C(Hf||L2<0,T;L2(Q)3)+
1
+hl[z20,7522(0,1,02(08)2)) + :2||W€(ue)||L2(0,T;L2(Q)9))7 (5.1.88)

where the constant C is independent of €. Using the a priori estimates together
with Proposition 5.1.6 we can prove the following corollary.

Corollary 5.1.11 It follows from (5.1.87) that there exists a sequence {€,}52, C
(0,1) such that €, — 0 and

*

u, — uinL>0,T;V(Q)), (5.1.89)
o, — O in L>(0,T;L*(Q)*), (5.1.90)
iwe"(vlen) = ¢ in L™(0,T; L*(Q)°) (5.1.91)

n
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and thus

U, ? = a’ i Wh(Q), (5.1.92)
g, " — o’ in L*(Q)?, (5.1.93)
1 1— _
—w (U, ?) = —wn(u,)” = i L2(Q)° (5.1.94)
€n €n

for all p € C§°(0,T), where

T
u?(x) ::/0 p(t)u(x,t) dt.

Using the corollary together with Proposition 5.1.6 we can easily check the following
proposition.

Proposition 5.1.12 Suppose that {€,}22, C (0,1) and €, — 0. Let, in addition,
a sequence {u., 152, C L*>®(0,T;V(Q)) be such that

u, — uin L>®(0,T;V(Q)),
1 *
—w(u,) = ¢in L2(0,T; L*(Q)°)
€n
for €, — 0. Then the couple (u, @) € LOO(O,T;VS’n’b(O,l)) (in the sense Oju = 0,
j =2,3), where the function ¢ is such that

1 *
2 (O2ue, -b., —d3u,, -n. ) — ¢ (5.1.95)
€n

in L°°(0,T; L2(Q)) for €, — 0. In addition, the couple (u, @) generates the function
u, € L>=(0,T; WOI’Q((), 1)3) which together with the function u satisfy the relations

Oiu-t = 0a.e in (0,1) x (0,7, (5.1.96)
du, -t = 93Cio — Oalyz in L0, T; L2(0,1; (W, % (S)])),  (5.1.97)
Ou,-n = —03(11 a.e. in (0,1) x (0,7T), (5.1.98)
Oue-b = 3¢ ae in (0,1) x (0,T). (5.1.99)

Remark 5.1.13 Since %wen(u%)“& = Luw(u,¥) (see (5.1.5)—(5.1.8)), we can
use (5.1.92), (5.1.94) and Proposition 5.1.6 to derive the existence of the pair
(u?,¢,) € Vé’“’b(O, 1) (in the sense 9;u® =0, j = 2, 3) for arbitrary ¢ € C5°(0,T),
where the function ¢, is such that

1
50 (0207 - be, — 03U ¥ e, ) = &y (5.1.100)
€n
in L2(Q) for €, — 0 and for arbitrary ¢ € C§°(0,T). In addition, the couple
(u”, ¢,,) generates the function u, , € W01’2(07 1)? which together with the function
u? satisfy the relations

oHu? -t = 0ae. in (0,1), (5.1.101)
Dyt = 05C12 — 0aCiz’ in L2(0,1;[Wy2(S)]), (5.1.102)
DUy, -n = —05C ae. in (0,1), (5.1.103)
dey,-b = Tl ae. in (0,1) (5.1.104)

for arbitrary ¢ € C§°(0,T). If the sequence {Xw (U, #)}32, converges strongly

in L2(9)?, the convergence of the sequence {u., ¥}°° ; is strong as well for arbitrary
¢ € G52 (0, 7).
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5.1.5 Proof of the main result

In the section, we prove the main result formulated in Theorem 5.1.1. The proof
is decomposed into several lemmas to cover various parts of the theorem.
First, let us introduce some constants we use in the limit equation (5.1.13):

Il .—/$2 dIle‘g, IQ —/I% dI2d$37 (51105)
S

3/\ 2
E:=p K= / (2p — x3)% + (B3p + x2)?] dawadus, (5.1.106)

where p € lez(S) is the unique solution to the Neumann problem (5.1.85).

Lemma 5.1.14 Let {u., }22,, €, — 0, be a subsequence of the weak solutions to
the problem (5.1.18)—(5.1.19) satisfying (5.1.87), (5.1.89)—(5.1.91). Then the limit
(u,¢) € L>=(0,T; V87n’b(07l)) obtained in Proposition 5.1.6 generates the function
u, that satisfies the equation

l R l
_/ pou” - v dr —|—/ E[L(Oiu,” - b)(v. -b) + L(da,” -n) (v, - n)] dei+
0 0

1 1
—|—/ pK(Oa,” - t) (v, -t) doy = / (f'fﬂf -v) dxy (5.1.107)
0 0
for all functions v, € W01’2(07l)3 generated by the respective couples (v,¢) €
VErP(0,1) and for all functions ¢ € C3e(0,7). In (5.1.107) we use the nota-
tion p(x1) := [g p(x1, 22, 23) drodrs and fein(z1,t) = [of(x1, 22,23, t) drodrs +

Josh(z1, 2, 23,t) dS, (x1,t) € (0,1) x (0,T).

Proof: Let us use € instead of ¢, to simplify notation. Let (v, 1) be an arbitrary cou-

ple of functions from the space Vt - b(O 1) and the couples (v.,¥.) € Vte’ne’ (0,1)
its smooth approximations given by Proposition 4.4.2. We define the functions
w. € C*®(Q)? and v, € C*(Q)3 NV (Q) by

wi(anag,ws) = = (Vi) ne(e)ra + (vi(@1) - be(@n)ra ) te(en) -
—23Ye(1)0c(71) + T2 (71)be (1),
Ve(x1,x9,23) = ve(x1) + eWe(21, 22, 23) for (z1,22,23) € Q.

We can put V. to (5.1.5)—(5.1.8) and using (4.2.3), (4.2.6), (5.1.41) we can verify
(see Lemma 8.4 in [199] for more details) that

w(Ve) = €X(Vie) + Be, (5.1.108)
where
T11(Vee) = —(Vi nzs+ (vl bo)xs, (5.1.109)
Tio(Ve) = Tar(Ved) = SV, to), (5.1.110)
Tis(Vee) = Tar(ved = =S (Vi b, (5.1.111)
Tij(Vee) = 0,14,j=2,3, (5.1.112)

Bell =€ ((55552 + OéexB)(:L'Q(V; : ns), + xB(V; ’ be)/ - ﬁewae + aemee)—’_

+")/51173(81W€ : ns) - 76x2(81W€ : be))a (51113)
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B =0 fori,j # 1.
Further, we have from (4.2.3), Proposition 4.3.2 and Proposition 4.4.2 that

Tij(V*7€) — Ti]’(v*) in L2(Q)’ z,j =1,2,3,
_ipll 2(1—r) 1
[Bell2 = [ Bc ||l < Ce ,rel0g),

Ve = v in WH2(Q)?

for e — 0.
It follows from the convergences (5.1.25), (5.1.26), (5.1.73) (5.1.89)—(5.1.91) and
the convergences for v, above that we can pass from the equation

I 1 1 —
- / pou,” - Ved, dx + / Ak —wi (Te7) i (Vo) de dv = / 7.9V, dao+
QO €

Q
/ / -Vede 1/30” cv; dSdxy
as

1 , o B
7/ ﬁﬁtiuw v dz +/ Agjklgkl%ﬁj(v*) dr = / 7. v dot
0 Q Q

l
+// b’ v dSdz, (5.1.114)
0 Jos

for all functions (v, ) € VE™P(0,1) generating functions v.,.
It remains to express the second term in (5.1.114). Equalities (5.1.32) and
(5.1.33) enable us to express the function (17 in this way

to

Cll = QO + (31u* . b)LEQ — (81u* . Il),iEg in Q x (O,T) (51115)

Hence and from (4.2.1), (5.1.73), (5.1.74)—(5.1.77), (5.1.84), and (5.1.115), we can
conclude that

/QAéjkl@wTij (V*) dx = /Q[)\(GSO +@S& +@¢) + QMGW]TH(VQ d.’l?—l—
+ / [40(Cra” T12(vi) + Ciz’ T13(v))] do =
Q
= /Q[A@“ + 0”4+ Gs') +2uCi1 (V] - )z — (V- n)as] dat
+2M/ [C2” (V) - t)zs — (i3 (V] - t)2a] do =
- /[ET + S + NIV, b)ay — (v, m)ag] dat
+‘/ ( (82]) - ‘TS)xZ’; + (83]) + 1:2)1'2) (61uff . t)(V; . t) dr =
/ EIl 8111* . )( )—|—I2(6111*Lp Il)( )] d.]?l—f—

l
+/ pK(Ou,” - t) (v, - t) day. (5.1.116)
0
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Lemma 5.1.15 It holds Qo = ¢ = ¢l = ¢l =0 in Q x (0,T).

Proof: According to Proposition 5.1.2 and (5.1.25), there exists a constant C' > 0
independent of € and ¢ such that

2

< CA.y (5.1.117)
2

W (W) - ¢’

for all ¢ € C§°(0,T), where

Acy ;:/Aij’“l <1w,§l(ugf’)—<,d“’> <1w (We?) — iy )de dz.
[¢) € €

Convergences (5.1.89)—(5.1.91) and equation (5.1.18) imply that

l
A‘P = lim Aeqtp = lim [/ f‘P . Tewde dx +/ / HSD . uietp dee1 /ViOij’EVj de_qj1+
e—0 ’ e—0 Q 0 Jos
+ [ AVR( (G - Lot W?) ) G;” — lw (w?) ) d. da+
0 € kl 6 k1 \We ij kl ij

; l_
+/ pdu.” - w? d. dz] — | Fon -0 doi—
Q 0
.. e { /) e l —
—/ AR dx—i—/ pou’ - u” da. (5.1.118)
Q 0

Using (5.1.74), (5.1.84), (5.1.107), and (5.1.115) we get analogously as in the proof
of Lemma 8.5 in [199] that

o S _ 2
/ Aéjlekleijw dx = / [E(Qo@ + (0w’ - b)zs — (Fru.” - Il)ffs) +
Q Q
2

2
i (5@ 00— ) )+ (5@ OO+ am) )+
+ MG+ B + 2B+ (D + 2B do =
[
— [ [fn” w7+ EISI@7)?] dnt
0
/ poa” < dov-+ [ NGB+ B+ 2 (P + @ +2CE )] da
After substitution to (5.1.117), we obtain
Ao == [ (@ 4 ACE + TV + 2 (@7 + T + 2T )| o
Q

for all ¢ € C§°(0,T). But the sequence A, for all ¢ € C§°(0,T) consists of
non-negative numbers by (5.1.118) and thus A, = 0 for all ¢ € C§°(0,T). O

Since we have denoted = ({12, (13), we obtain from Lemma 5.1.15 that

(5.1.115 (5.1.84)

(i = ) (O1u, - b)zy — (O1u, - )3, (12 C1 = **(5111* - £)(92p — w3),
1
C13 6159 (31 = 5(8111* -t)(03p + x2),
1. 1 A
Go2 6L —§m((31u* -b)zy — (01u. 'n)xg), C23 = (32 =0,
(5.174) 1 A

(33 ((81u* -b)xs — (O1u. ~n)sr:3).

22+ p
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Lemma 5.1.16 Let the function u be determined by (5.1.89) and the functions qqo
and q1 by (5.1.17). Then u|i—o = qo and posuli—o = pqi in the sense of the space
C([0,T7; L2(Q)3) or C([0,T]; [VE™P(0,1))"), respectively.

Proof: The first initial condition follows easily from (5.1.17), (5.1.19), (5.1.89), and
(5.1.90). Let the functions v, be the same as in the proof of Lemma 5.1.14 and let
¢ € C§°(0,T) be an arbitrary but fixed function. Taking ¢V, as the test functions
in (5.1.18) and using (5.1.108)—(5.1.113) lead to the equation

T T
-
- /O o(t) /Q PO (t) - V. d. dudt + /O (1) /Q AT L (0 ()Y (7). dwdit

T T
o 1_.. ~
+/ w(t)/ AT —wiy(ue ()~ B de dwdt:/ w(t)/ £(t) - Ve de dwdt+
0 Q 0 Q

Ve deey/vi09cu; dSdadt. (5.1.119)
/ / | n0)- % deyfiyoes,

Relations (5.1.19), (5.1.87), and (5.1.88) enable us to rewrite equation (5.1.119)
as

/ poruc(t) - v, d. dx — / Pdie Ve de dx =

Q Q
t 1 . t o1 1 ..

=— / / ATR Z e (0 (5)) Y5 (Ve)de dods — / / AR € (ue(s))=BYd, dedt+
0o Ja € 0 Ja € €

¢ t ol
+/ / f(s) - Ve de dxds —|—/ / / h(s) - V. deey/vj0'cv; dSdxds. (5.1.120
0 Ja ( o Jo Jas ) ! ! )

The right-hand side of the equation (5.1.120) is convergent. We showed in the proof
of Lemma 5.1.14 that
Ve — v in WH2(Q)3

for ¢ — 0. Hence and from (5.1.17) and (5.1.90), we get that
1
/ p(Oruc(t) —qic) - Ve de dv — / pOpa(t) —ai) - v dry in C([0,T]).
Q 0
The rest of the proof is obvious. O

We have proved that the asymptotic dynamic model for the curved rod has the
form:

T ! T !
7/0 <,b(t)/0 patu(t)-vdxldtJr/O <p(t)/0 E[I(d1u.(t) - b)(V, - b)+
T I
+15(01u.(t) - n)(v, - n)] dzidt —l—/ <p(t)/ pK (O1us(t) - t) (v, - t) dordt =
0 0

T lv
:/ (p(t)/ Feon(t) - v doidt (5.1.121)
0 0

for all functions ¢ € C5°([0,T]) and v, € W;7%(0,1)® generated by couples (v, ) €
VS ’n’b(O, 1). The function u, that together with the function ¢ generate the function
u,, satisfies the initial state

ult—o = qo and poiuli—o = pa1 (5.1.122)
in the sense of the space C([0,T]; L2(0,1)3) and C([0, T]; [VE™P(0,1))'), respectively.
Now, we decide upon the uniqueness of the solution to (5.1.121)—(5.1.122).
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Lemma 5.1.17 There exists the unique solution to the equation (5.1.121) satisfying
(5.1.122).

Proof: Suppose that there exist two solutions (u;, ¢;) € L>(0,T; VE™P(0,1)) such
that dou; € L>(0,T; L2(0,1)%) N C([0, T]; [Vg™"(0,1))'), j = 1,2. Let us denote
i=u —uy and ¢ = ¢ — ¢y. Then the couple (§,¢) € L=(0,T;VE™P(0,1)),
U, € L®(0,T;W,7%(0,1)%), 8:a € L>=(0,T; L2(0,1)%) N C([0, T); [Ve™ b(o,l)] ), and
satisfies

T ! T !
—/0 w(t)/o patu(t)~vdx1dt—|—/0 @(t)/o E[I,(01uU.(t) - b)(v, - b)+

(01T (1) - n) (V. - 0)] + pK (010, (1) - t)(V. - t) dardt = 0 (5.1.123)

and the initial state
ﬁ|t:0 =0 and patﬁ|t:0 =0 (5.1.124)

in the sense of the space C([0, T]; L2(0,1)%) and C([0, T]; [VE™P(0,1)]'), respectively.
We can rewrite again (5.1.123) as

1 t l
/Opata(t)-vdx1+/o/OE[zl(ala*(s)-b)( 'b) + (i (s) - n) (V. - m)]+

+uK (010,(s) - t) (V) - t) doyds =0 (5.1.125)

for all t € [0,T]. Since ((t), d(t)) € VErP(0,1) for a.a. t € (0,T), we can use this
couple as a test function in (5.1.125), and we get that

/l pOU(E) - U(t) dxy —|—/ / E[I,(01U4(s) - b)(10.(t) - b)+

+15(010.(s) - n) (01U (t) - )] + pK (01U (s) - t)(O10L(t) - t) dr1ds =0 (5.1.126)
for all ¢ € [0,T]. It is obvious that equation (5.1.126) can be rewritten as

d [pla)P d ("EL (', _ ?
a/o 5 dxl—i_ﬁ/o —~ /0 O1U.(s) -bds) dzi+
d [YEL (', . ?
+§ 72 (/ 0104(s) - m ds) dxi+

2
K
+§t = (/ O ( )tds) dx; =0 (5.1.127)

for all ¢ € [0,T]. It follows from the assumptions on the functions u and u, that the
functions U and [; 814 € C([0, T7; L*(0,1)%), which enables us to integrate (5.1.127)
over the interval [0,¢], and we get from (5.1.124) that

2

LSl [12 EL ([
/deﬁ/ 1(/ ala*(s)-bds) dz1+
0 2 0o 2 0

2

l t
Jr/ Eh (/ 010.(s) - m ds> dxi+
0o 2 0

2

l t
K
+/ “7 ( D1t (s) - t ds) dzy =0 (5.1.128)
0 0
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for all ¢t € [0,7]. Hence u = 0 as a consequence of (5.1.15) and non-negativity of
all terms in (5.1.128). Further, (5.1.128) yields that

/O 1t (1, 5) ds — /O (D1 (21, 5) - t(z1))6(21)+
+(010. (21, 8) - n(x1))n(zy) + (0104 (21, 8) - b(x1))b(z1)] ds =0

for all ¢ € [0, T] and for arbitrary but fixed z1 € (0,1). Then 01U, (z1,t) =0 for a.a
(z1,t) € (0,1) x (0,T). Since G, € Wy*(0,1) then also G, = 0 and ¢ = —1, -t = 0,
a contradiction. O

As a consequence of the uniqueness, we can claim that it is not necessary to
pass to subsequences in (5.1.89)—(5.1.91).

At the end, we go back to the original curve C described by the parametrization
®. We introduce the following notation: v : C — R and v(®4 (z1), P2(x1), P3(x1)) =
v(xq) for a.a. x1 € (0,1). Then we can easily see that

V' (z1) = [(8;0) o ®t;
and thus .
~ =~ ov

{dil(ao@] @ = (- V)i =2

It enables us to rewrite the limit model (5.1.121) as follows
T T ~ ~
—/ gb(t)/ﬁatﬁ(t)-V dCdt+/ gp(t)/E [Il (8“‘ft) -b) (a‘i -b) 4
0 c 0 c ot ot
+1 (a“’:(t) ~ﬁ> <8V~ ﬁ)} dedt+
ot ot
T ou,(t) ~\ [(OVe ~
+ t K — -t — -t | dCdt =
/ow()/cu (8t )(8t )

T ~
:/ w(t)/fm(t) ¥ dCdt, ¥V € W2 (C). (5.1.129)
0 C

5.2 Asymptotic analysis of heat conducting elastic materials

In this section, we continue with the study of the asymptotic behavior of elastic
materials. We, however, assume now a thermodynamically consistent system. The
more general version of the system was derived in [178]. We also refer the reader to
Section 2 for more details. With regard to the reader, we repeat basic equations.
The most general model from [178] consists of the equations

p@ttu —dive = f, (521)

o = div (Au 4 A\, 0pu)l + 2(uDu + p, DOsu) — v(3X + 2u)91 + vdiv V3u, (5.2.2)
cOI+90; (v(3A+2p)div u) = div (k(9)VI)+\, (div yu)? +24, | DOyul?+h, (5.2.3)

where
e u:Q x (0,7) — R? is a displacement,
e ¥:Q x(0,T) — R is temperature,

e D stands for the symmetric part of the gradient,
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e A >0 and p > 0 are Lamé constants related to elastic response,

e v is the coefficient of thermal expansion,

e v > 0 is a regularizing coefficient reflecting bending rigidity,

e ¢ > 0 is heat capacity,

e x> 0 is heat conduction function,

e p > 0 is mass density,

e )\, >0 and pu, > 0 are Lamé constants related to viscous response,
o £:Q x (0,T) — R? is an external force,

e h:@Q x (0,7) — R is an internal heat source.

The introduced system is, however, very complicated. We thus make additional
assumptions that enable us to reduce its complexity. We thus assume that the
displacements and their velocities are small and the higher order terms in (5.2.1)-
(5.2.3) can be neglected and the system is then governed by the equations (3.0.5)—
(3.0.6).

Existence of a solution to (3.0.5)—(3.0.9) was proved in [215]. Unfortunately, the
existence is only local in time under suitable assumptions on the initial and bound-
ary conditions. Despite the deficiency, we can still apply our dimension reduction
approach that is not related to the existence of a global-in-time solution. In the
next section, a weak formulation of the system is introduced and the main results
are stated. Then we apply the main ideas of our dimension reduction approach
from the previous section and we study the asymptotic behavior of the system on
thin curved domains.

5.2.1 Preliminaries

First, we introduce the existence result under the boundary conditions (3.0.7)-
(3.0.8), where the two-dimensional measures of I'y and I'; are not equal to zero and
n is the unit outward normal to Q. We further denote

W(Q) :={veW"?(Q)*: v|r, =0} (5.2.4)

The weak formulation of (3.0.5)—(3.0.6) under conditions (3.0.7)—(3.0.9) reads
T T N
_/ / 8tu : atv dxdt +/ ul(x) : V(‘T7O) dx +/ / AUMD]C[UDUV dIdt+
0 Ja@ Q 0o JaQ

T T T
—|—/ / Bijlekl(’)tuDijv dxdt —I—/ / VI - v dxdt = / / f-vdxdt (5.2.5)
0 Q 0 Q 0 Q

for any v € C*([0,7); W(Q)), where v(z,T) = 0, and
Aijk:l = Aéijdkl +u(6zk53l +5’Ll§jk))’ Bijk:l = )\U(sij(skl +'uv(6ik6jl +§il5jk:)’

and

B /OT /Q 90 dudt + /Q Jo(a)b(2,0) da+

T T T
+/ /n(ﬁ)Vﬁ~V¢ dmdt+/ /ﬁwdiv@u dxdt:/ /h@[; dzdt (5.2.6)
0 JQ 0 JQ 0 JQ

64



for all v € CY([0,7);CY(Q)), ¢(x,T) = 0. Note that we put p = ¢ = 1 and
ﬁ. This choice of the constants affects only the time interval where we can
prove the existence of a solution.

The main existence result states:

v =

Theorem 5.2.1 [215] Let ug, uy, 99 € L?(Q), 99 > 0, £ € L?(0,T; L*(Q)?),
h e L*(0,T; L*(Q)), h > 0, and let k(z) be a nondecreasing function such that

Ch(z L+ 1) < k(2) < Co(z2 L+ 1), (k2(2)) < C32°T +C4 (5.2.7)

for C; >0,i=1,...,4, a« > 3, and z > 0. Then there exists couple (u, ) solving
(5.2.5)~(5.2.6) in time interval (0,T), where T depends on ug, uy, 99, such that

ue C(0,TW(Q)), dme L*(0,T;W(Q)NC(0, T W(Q)),  (5:28)
9 € L0, T;WH2(Q)) N C([0,T); [WH2(Q)]). (5.2.9)

In addition, the solution satisfies the energy inequality

1

5 /Q [9,u(t)]2+ATM Dy (t) Dy () +92(8)] do+ A / (B Dy dyu(s) Dy dpu(s)+

1 .
HVE L (0(s)) ] dads < 5/ [lui|® + A Dyyag Djjug + 93] da+

/ / $) + h(s)9(s)] dads—
—/Ot/QVﬁ(s) - Opu(s) dxds _/0 /62192(8)divt9tu(8) dxds (5.2.10)

for a.a. t € (0,T), where K1(z) = J5 w3 (y) dy.

Let us now assume that @ is a thin domain. We can use the definitions (4.2.2)
and (4.2.4) for mappings R. and P, respectively, and put again Q. ( oR)(Q),
where  := (0,1) x S. The weak formulation (3.0.5)—(3.0.6) for Q =

T
—/ / Ol - Oy Ve dscdt+/ Uy e - Ve(+,0) dy+
0o Ja. Q

€

T
+ / /~ (BU9¥ Do, + AU Dy, ) DV, dydt =
Qe

T T
- / / £ V. djdt — v 3\ + 2u€)/ / V. - V. djdt, (5.2.11)
o Ja. 0o Ja.

where AR .= \ §1 M 4 11 (51691 4 §1L§7%) and BHF .= X, 65 6M 4 i, (5769 +
61’[5]‘]@)7

/ / &0.000. dydt + / 0. e(0) dij + / / R D)V, - V. djdi+

T T
+v(3Ae + 2/16)/ / Jediv Opuctp. dydt :/ / hete dydt. (5.2.12)
0o Ja. 0o Ja.
Using the scaling

A A
Ape = 6—;, Py,e 1= %, Ae 1= o He = éé, Ve 1= €20, (5.2.13)



Ce =€, Fe(2) 1= €R(2), he(F,t) = eh(, 1), (5.2.14)

and the corresponding notation from Section 2, 3 and 4 together with (5.1.5)—(5.1.8),
we can pass from (5.2.11)-(5.2.12) to the weak formulation on referential domain

T
7/ / Oiu - Opvd, dxdt +/ uy ¢ - v(-,0)de dz+
o Ja Q

I
62/ /B”klwkl Opu)wi; (v)de dxdt—i—e—Q/ /A?klwkl(ué) ;(v)de dxdt =

/ /f vd, dxdt — v(3\ + 2u) / /8,C v)d, dxdt (5.2.15)

for any v € C’l([(_),T]; V()), v(-,T) = 0, where A?_kl = Agideghbe 4 p(gikegibe +
gzl,egjk,e) and B?kl =\ g’LJE kl,e +,LL ( ’Lk‘ egjl,e +gzl,eg]k,e)’ and

T T
- / / VeOpbd, drdt + / 9o.(-,0)d, dz + / / K(9) g O O, dudt+
0 Q Q 0 Q

2
v(3A+ "/ / B9l (Opuc)bd. dudt = / /hwd dedt  (5.2.16)

for any ¢ € C’l([07T];Cl( )) such that ¢(-,T) = 0. Here we use notation V¢ =
(05,05, 05) == (01,22, %). The corresponding energy inequality reads

1

3 10O + 0201 dot 5z [ AV o0y () dt

2¢2

/ /B”klwm druc)wi; (Opue)de dl‘d8+/ / SORK L (V)0 K (Ve)de dwds <

< 2/[\u16|2+19 1d. dx—i—ﬁ AME (g, oo (0.0 dr+
t
+/ /[f~8tu€ + o ]d. deds—
0 JQ
t kl
—v(3X+ 2,u)/ /[8,2196(gk’E -Oyue) — gfﬁfw,il(atue)]de dxds. (5.2.17)
0 JQ

Relation (5.2.17) is a consequence of the fact that (5.2.10) arises as a sum of two
identities in the proof of the existence of a solution and following limit passages.
The first one of the identities comes from (5.2.5) and the second one from a suitable
approximation of (5.2.6), which enables us to change constants depending on € in
such way that leads to (5.2.17).

Let us denote that constants I;, Iy and K were defined in (5.1.105)—(5.1.106).
The next constants we need are

At o 3A+2p
Xl B4 2,

(5.2.18)

The main result regarding the asymptotic analysis states:

Theorem 5.2.2 We assume that function ® € W1°°(0,1)3 is a parametrization
of a Jordan unit speed curve generating a local frame t, n, b € L>(0,1)3. Let
functions t, ne, b satisfying (4.2.3), (4.3.2)—(4.3.9) be smooth approzimations of
this local frame. Let, further, f € L*(0,T; L*(Q)3), h € L?(0,T; L?>(Q)), h > 0, and
K satisfies (5.2.7). We assume that there are no constants C;, i = 1,2,3, such that
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Cit1(x1) = Coto(xy) = Cstsz(x1) for almost all x1 € (0,1) and t = (t1,t2,t3), and
let

1
—wii(Wo,0) = ugyii in L*(Q). (5.2.19)
We define
wi(zy,t) = (A=A F)e ! / (Cug,11 + Cug,22 + Cug,33) 2 dxodas +
s
A=\ F b
e / P Iy [ (D011 (5) - b) + p(Oyua(s) - b)] ds,
=+t 0
W) = OuF =N [ (Caprr + Gaoa + G ) drad +
A=\ F b
—_— _Ft/ e"* L[y (04011 () - ) + p(91u.(s) - n)] ds,
Ay + 0
ws(wy,t) = —Ge_Gt/ Cuo,ii dradrs.
s

We further assume
Ug, e — Uy = UO(JZl), U e — a1 = ul(xl) mn LZ(Q)S (5220)

and
190 e — 190 = 190(.131) m LZ(Q) (5.2.21)
T = T(ug,uy,v), gen-

Then there exists pair (u,¢y) € L(0,T;VE™P(0,1)),
0,T; L%(0,0)%). (u,¢u) solves the

erating u, (see (4.2.17)) and such that Oy € L>(0,T; L
equations

_|S\/ /Btu oyv dxldt+\5|/ u; - v(-,0) dzi+

/ / |:ij1 <2+)\ +Mv)8t6‘1u* b +

+MI1 (

" +,va ou, - b—l—wl} 01y - b dxidt+

|
[ [
|

Ouy - 1’1—|—?,U2:| 01vy -1 dridt+

) &galu* n -+

I (2
+/J2< +)\ +ﬂv

T l
+/ / [uvK(at(?lu* . t) + ,uK(@lu* . t)]alv* -t dxldt =
0

T T
= / / f-v dridt— |S|/ / v -t dadt (5.2.22)
o Jo o Jo

for all functions v, € Cl([O,T];W&’Z(O,Z)3) generated by the couples (v,¢py) €
C’l([O,T];V(t)’n’b(O,l)), v(-,T) =0, where f = Js £ dzodxs, and

T l l
—/ / ﬁ@tw dl‘ldt +/ ﬁow dl‘l +/ / 6119(9177[} dIldt+
0 0 0

37; 2) / / Swsth dwrdt — / / Jup dardt (5.2.23)
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for any ¢ € C'([0,T);C*([0,1])), ¥(-,T) = 0, where h := ﬁfsh dzodxs. In
addition,
u, — uin L>=(0,T;V(Q)), (5.2.24)
1 * .
5 —(Ou,, -b., —d3u., -b.) = ¢y in L0, T;L*(Q)), (5.2.25)
€n
V., — O in L=(0,T; L*(Q)) (5.2.26)
for €, — 0, where couples (u., , 9., ) are solutions to (5.2.15)—(5.2.16) and satisfy
(5.2.17) for each positive €, sufficiently small.

5.2.2 Proof of Theorem 5.2.2

In this section, we present the proof of Theorem 5.2.2. First, let us recall the
estimate (5.1.20) for AY*!. A similar estimate can be derived for B¥*!. The next
important ingredient is Korn’s inequality (5.1.67). Instead of (5.1.73) we have

AR AR BIM s BPR in O(9), (5.2.27)
where A" = \§U M 4 (57570 4+ §157%) and B = X, 67 6M 4 1, (5759 + §157%),
To pass to the limit for e — 0 we must find suitable estimates of the terms on the

right-hand side of the energy inequality (5.2.17). By virtue of (5.1.25), the terms
on the right-hand side of (5.2.17) can be estimated as follows

/ /|f\ de deds + = //\8tu6| de dxds,
1t I

< 7/ /h2d€ dmds—kf/ /ﬂfde dxds,
2Jo Ja 2J)o Ja

(5.2.7), (4.2.9), (4.2.10)
<

1.

t
/ f-oiud, deds| <
Q

hi.d. dzds

t
/ (050 (g - Opu,)d, drds

_C’”// 9P 0K L (V)0 K 1 (9e)de dads + C(m / /|8tu6| de dxds,
Q

where 7 is arbitrary small but positive, and

(4.2.9), (5.1.20), (5.2.7)
lﬂzwkl (Orue)d. dzds <

C’
772/ /B”klwkl (Orue)ws; (Opuc)de dzds+

4130 ng// MOLK L (0)0f K1 (0)de deds+

+C(n2,m3 / (/ 192d dw) ds,

where we have employed the inequality

/ vt de < 773/ |Vo? |2 da + C(ns3) (/ v? dac)
Q Q Q

and where 75, n3 are sufficiently small.

2
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We put now

1

y(t) = /Q {|8tu€(t)|2 + éAijklw,il(us(t))wfj(ue(t)) + 03@)] d. dz.  (5.2.28)

As a consequence of the above estimates we can rewrite (5.2.17) as

y(t) < C (1 + /Ot y2(s) ds) .

Hence, employing Young’s inequality, we get

y(t) <C (1 - (/Ot y*(s) d8)2> :

which can be rewritten as
Z(t) < C(1+2%(1)),
where z(t) = fg y?(s) ds. In view of nonnegativity z(0), we get the estimate

2(t) < tg(arctg (2(0)) + Ct) (5.2.29)

for t € [0,T], where T = T(C, 2(0)). As a result of (5.2.28) and (5.2.29), we have
(passing to subsequences if necessary)

u, = uin L0, T;V(Q)), 9. = ¢ in L>=(0,T; L*(Q)), (5.2.30)

dru, = dyuin L°°(0,T; L*(Q)?), dyu, — dpu in L*(0,T;V(Q)), (5.2.31)
%we(ue) = ¢o in L0, T3 L2(Q)9), (5.2.32)

%we(ﬁtue) — 9;Ca in L2(0,T; L*(Q)?), (5.2.33)

Kyi(9e) = Ki(9) in L*(0,T; W2(Q)), Vde = V9 in L*(0,T; L*(Q)*). (5.2.34)

Since V¥, is bounded in L?(0,T; L?(2)?3) due to (5.2.29), we can deduce 9(x,t) =
Hxq,t). It follows from (5.1.95) that

1 .
2—(82u6 b, — d3u, - n,.) = ¢y in L=(0,T; L*(Q)), (5.2.35)
€

1
2f(azatue b — 030;u, - n.) — Dy in L2(0,T; L*(Q)), (5.2.36)
€

where (u, ¢u) € L>®(0,T;VE™P(0,1)), (9,u, 8ypu) € L2(0,T;VE™P(0,1)) and

diu-t = Oa.e. in (0,1) x (0,7, (5.2.37)
ot = 0ae in (0,1) x (0,T), (5.2.38)
ou, -t = 83(,““}12 — 82Cu,13 in LOO(O,T; LQ(O, l; [W&’Q(S)]/)), (5239)

818,511* -t = 63(9,5(11,12 — agatcu’ug n LQ(O7 T; L2(0, l; [Wol’2(5)]/))7(5240)

O1u,-n = —03Cy11 a.e. in (0,1) x (0,7), (5.2.41)
00, -n = —030i(u,11 ae. in (0,1) x (0,T), (5.2.42)
O, b = Ooluq ae. in (0,1) x (0,7), (5.2.43)
010pu, - b = 020:Cu,11 a.e. in (0,1) x (0,7). (5.2.44)
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We can now multiply (5.2.15) with €2 and pass to the limit using the convergences
(5.2.30)—(5.2.34). Then we get

/Q (AT i (t) + B0y Cu i (4)09 (v) do =0 (5.2.45)

for all v € L%(0,1;W12(S)?) and for a.a. t € (0,7), where the tensor 6%(v) is

defined by
0 62;/4: 63;1:
0Ov):=[ 2t dv-n Gavbtsvin | (5.2.46)
83;t 82v~b—583v~n 83V b

We put now v = vy (21, t)v(x2, z3)t in (5.2.45). Then
M/ [Cu,12020 + Cu,1303v] dxadxs + py / [0¢Gu, 12020 + 04Cu,1305v] dzadxs = 0.
s s
If we put v = g, v = 23, v = 23, v = 2%, and v = xaw3, We get

/[/JCu,lz + MuatCu,lz] drodrs = /[NCu,u + MuatCu,12]$2 dxodrs =
S S

= /[/i(u,w + 1150¢Cu13] dxodxs = /[NCu,m + 11y0¢Cu13] 23 dxodrs =
s s

= /[(HCu,w + 10Cu,12)3 + (UCu,13 + toOiCu,13) 2] drodrs = 0. (5.2.47)
s

Similarly we can put v = vy (21, t)v(xe, x3)n and v = v (21, t)v(ze, z3)b in (5.2.45),
which leads to

2#/[(11,2232’(} + Cu,ggag’u] dxodxs + A/[Cu,ll + Cu,22 + <u733]8211 drodrs+
S S
—|—2,U,U / [3,5(1172282’0 + 8t§u72383v] dCEQdIg—F
S

+ / [01Cu,11 + OrCu,22 + 04Cu,33]02v dagdrs =0
s

and

2#/ [Cu,23020 + Cu,3303v] dxads + /\/[Cu,n + Cu,22 + Cu,33]03v dxodzs+
s s

+241 / [0¢Cu,23020 + 0¢Cu,3303v] dxodrs+
s

+ / [0¢Cu,11 + OrCu,22 + 0¢Cu,33)03v dxodrs = 0.
s

We put again v = xa, v = 23, v = 23, v = 2%, and v = x9w3. Then

/[MCu,Zs + 1100¢Cu 23] dxodrs = /[MCu,zs. + 11001 Cu,23] 2 drodrs =
s s

= /[MCUQS + Nvatcu,23]l'3 dxgdxg = O, (5248)
S

2/[H’Cu,22 + MvatCu,Qz] dxodrs+
S
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+ /S[)\(Cu,ll + Cu22 + Cu.33) + Ao (0:Cu 11 + OrCu 22 + 0:Cu 33)] dradrs =
=2 /S [1Cu,22 + poOrCu,22]T2 drodrs+
+ /S[)\(Cu,ll + Cu22 + Cu,33) + A (0iCu11 + 0122 + 0iCu,33)]z2 drodrs =
= Q/S[HCu,m + 10y Cu 2] 3 drodrs+

+/[/\(Cu,11 +Cu,22+Cu,33) + A0 (0eCu,11 +0:Cu 22+ 0:Cu33) |3 dradas = 0, (5.2.49)
s

and
2/[M<u,33 + 1y 0Cu,33] dxodrs+
S

+ /S[)‘(Cu,u + Cu,22 + Cu,33) + Ao (0,11 + 0¢Cu22 + 0rCu,33)] dwadas =
= 2/S[HCu,33 + 1140¢Cu,33] 2 dxodrs+
+ /S[A(Cu,u + Cu,22 + Cu,33) + Ao (0:Cu,11 + 01,22 + 0iCu33) ]2 daadrs =
= 2/5[#Cu,33 + 11001 Cu,33) 3 drodrs+

+/[>‘(Cu,ll +Cu,22+<1_1,33)“i’)\v(atCu,ll +at<.u,22+at<u,33)]x3 d’lj‘gdl’g = O (5250)
S

Let us define vector 1 := (Su,12,Su,13), where ¢y 1; = #Cu,1i + to9Cu1i, @ = 2, 3.
We put further v = ¢t, p € L*(0,1; W'2(S)) in (5.2.45). Then (5.2.39)—(5.2.40)
and (5.2.45) can be rewritten as

/ n(t) - Vage do = 0, Vg € L2(0,1; W(S)), (5.2.51)
Q

/ 7(t) - rotast) dz = / (100010, - t + pdyu, - t) da, Yo € W(Q), (5.2.52)
Q Q

for a.a. t € (0,T), where we have denoted Vazp = (02, 03¢) and rotezy) =
(=031, 021)). According to Lemma 5.1.10 there exists a unique solutionn € L>°(0,T; L?(2)?)
to (5.2.51)—(5.2.52) having the form

1
N = (Su,12:Su,13) = — = (L0 01U - t + pdruy - t)(9op — x3, 03p + z2),  (5.2.53)

2
where the function p € W12(S) is the unique solution to the Neumann problem
(5.1.85).

At the end of this section, we derive equations (5.2.22) and (5.2.23). Let (v, ¢y)
be an arbitrary couple of functions from the space Vg’“’b(O,l) and the couples
(Ve, dy.) € VEmP(0,1) its smooth approximations (see (4.4.5)~(4.4.7)). As in
the previous section, we define the functions

We(r1, 2, 23) = —((Vé(ﬂﬁl) ‘ne(z1))z2 + (Vi(21) - be(ﬂm))xs)te(m) -
—23¢v, (T1)0c(21) + T2dy, (71)be(21), (5.2.54)
Ve(z1,22,23) = ve(x1)+ ewe (1,22, 23) for (x1,22,23) € Q, (5.2.55)
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and derive relations (5.1.108)—(5.1.113) that provide us with

Tij(Vie) = Tij(ve) in L*(Q), 4,5 = 1,2,3, (5.2.56)
1

||BE||2 = ||Bell‘|2 < 062(1_T)’ re (0, 3) s (5257)

Ve — v in WH2(Q)3 (5.2.58)

for e = 0.
We put v = ¢V in (5.2.15), where V. is defined by (5.2.54)—(5.2.55) and ¢ €

C>([0,T7), ¢(T) = 0. We further denote 7% := fOT wv dt. Then it follows from
(5.2.20)-(5.2.21), (5.2.30)—(5.2.36), (5.1.108)—(5.1.113), and (5.2.56)—(5.2.58) that
we can pass from the equation

—/ orue Ore - Ved, dx—i—/ ©(0)vo, - Vede dz+
Q Q
o1 1 R _— | ~
+/ Bijklfw,il(atuf)fwfj(ve)de dx—i—/ A?klfw,il(ue“’)fwfj(ve)d6 dx =
Q € € € €
:/ff Vede dz — v(3\ + 2p) /af ke %) de da (5.2.59)
Q

to

l , l - _
—‘S|/ atilldtsp -vdxy + |S|/ @(O)VQ -vdry + B”klatcmkﬁﬁj(v*) dr+
0 0 Q

+/ Aijkl(u_,klkpffij(v*) dr = / 7 ovde— / a0 (g - v) da (5.2.60)
Q Q Q

for any (v, ¢y) € VE™P(0,1), where

and
Ve —d in L*(0,T; L*(Q)?) (5.2.61)

as a consequence of (5.2.7), (5.2.17), and (5.2.27)—(5.2.29).
We now pay attention to the heat equation. Since the estimate

.,
v— — [ v dxodrs
S| Js

holds for any p € [1,00) and v € W12(S), it follows from the definition of V.1,

that )
Y — — Y. daod
’ |S|/s et

for any p € [1, 00).
We put now ¢ = 1(x1,%) in (5.2.16). Then we can deduce that

< () Vasvllz,s (5.2.62)

p,S

-0 (5.2.63)
L2((0,1) % (0,7);L7(5))

3(a+t1)

O /19 daadas is bounded in L% (0,T; [Wh a2 (0,1)]'). (5.2.64)
Since (5.2.34) ensures that

/ Ve dxadrs is bounded in L?(0,T; W2(0,1)),
S
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then (passing to a subsequence if necessary)
/5196 drodrs — /319 dxodxs in L?(0,T;C([0,1])). (5.2.65)
By virtue of (5.2.63) we can conclude
[9e = Il 20,y x (0, 7);20(5)) — 0 (5.2.66)

for any p € [1,00), because ¥ = 9(zy,t). This implies £z (9) = £ () and K1 (J) =
K% (9). In addition, we can prove that

k2 (0c) = k2 (9) and Ky (W) — Ky (9) in L'(Q x (0,7)). (5.2.67)
We demonstrate it only for K1 (d¢). Let us recall that (5.2.17) and (5.2.34) imply

that
T 3
{ / ( / Y3t d;z:> dt} is bounded . (5.2.68)
0 Q

e€(0,1)

Applying the Mean Value Theorem in the following estimates

T l
///IK%(M— A |dmdt</ // 5[0, — | dedt+
0 0 S
T 1
+/ //m(ﬂ)we—m drdt = I, + I,
0 0 JS

we can see that it is enough to treat only I; because I can be estimated similarly.

Thus
T l a1 T l
Ilgc/ //1967|196—19|dxdt+0/ //|196—19|dxdt§
0 0 JS 0 0o JS
T 2 T H
<C / / (/ 19 — 0|8 dxgdx3> dzydt / (/ gl dm) dt
0 0 S 0 Q

+C[9e = Il1,0x0,1)-

The rest follows from (5.2.66) and (5.2.68). To pass to the limit in the third term
n (5.2.16) we must check

-

k2 (0.) = k2 (9) in L2(Q x (0,T)). (5.2.69)

Because of (5.2.67), we can restrict ourselves to the proof of the boundedness of
{n%(ﬁe)}ee(m) in L9(Q2 x (0,T)) for some ¢ > 2. Due to (5.2.7), it is enough to

check
//ﬁzqudt //ﬁzqudmm

T a1 7 (5.2.30), (5.2.68)
g/ ( 9? da:) ( g T TS dm) a < e (5.2.70)
0 Q Q

20+

a—1

where we have put v = % and ¢ = > 2. It is an easy matter to check that

%q—§>0fora>%.
We put now ¢ = 1(z1,) in (5.2.16). Then (5.2.21), (5.2.30), (5.2.33), (5.2.34),

(5.2.61), (5.2.66), and (5.2.69) enable us to pass to the limit in (5.2.16) and to derive
—|S|/ / ﬂ@tw dxldt—F |S|/ ﬁow dl‘l + ‘S|/ / 611961’!# dxldt—|—
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v(3A 4 2u) / /1977/1/5%(11 ki drodxsdrdt = / /iu/} dzidt (5.2.71)

for any ¢ € C=([0,T]; C>=([0,1])), where ¥(-,T) = 0 and h := |S| Jsh dzadzs.

At the end, we will pay attention to the unknown terms in (5.2.60) and (5.2.71).
Let us start with d (see (5.2.60 and (5.2.61)). (5.2.34) implies that dy = 919(x1,1).
Let us take {K1(¥,). Then (5.2.17) implies

1 .
—Va3K1(9.) = Vasd in L*(0,T; L*(2)?). (5.2.72)
€ 2

We multiply now (5.2.16) with € and use (5.2.69). Then after the limit passage we

get .
| [ =

2 (9)(02d0a1) + 03ddst)) dudt = 0,
which implies due to (5.2.7)

/ D2ddrt) + B3d0sy) dagdzsdt =0 a.e. in (0,1) x (0,T)
S

for any ¢ € C1(S). By virtue of (5.2.72) and density of C1(S) in W12(S), we thus
have Vazd = 0. (5.2.61), (5.2.69), and (5.2.72) imply

Vggd = H%(ﬁ)dg& where d23 = (dg, d3)

Thus dg = d3 =0.
Relations (5.2.41)—(5.2.44) enable us to express (y,11 and 0;(u,11 as

Cu,11 = Qo + (O1uy - b)zg — (O1us - n)xs, (5.2.73)

OtCu11 = 0:Qo + (0:01u, - b)zy — (91010, - )3, (5.2.74)

where Qo = Qo(z1,t). The next unknown terms from (5.2.60) can be expressed by
using (5.1.108)—(5.1.113) and (4.2.56)—(5.2.58) as

/ BUMB,Can Ly (v.) da + / AT TP (v,) d =
Q Q

= /OT @/Q[(?m@tcu,n +2uCu11) + Ao (95Cu11 + 0rCuo2 + 0rCuzz)+
FM a1 + Cuo2 + Cu33)] Y11 (V) dodt+
+4 /OT <P/Q[(Mv3tCu,12 + 11Gu,12) T12(Vi) + (120¢Cu13 + 1Cu,13) T13(V )| dadt =
=1 + I, (5.2.75)

To treat I we use (5.2.53). We now pay attention to I;. Let us denote

t) :/Cu,kk dradxs, fi(t) /Cu 11 dI2d$3+u/ Cu,11 dradrs,
5

v
(5.2.76)
and similarly
y;(t) == /(Cu,n + Cu,22 + Cu,33)7; dradrs, j=2,3, (5.2.77)
S
d .
fj(f) = ,u,ua SCU,HZ‘J‘ dzodxs + p S<u711.23j dradrs, 7 =2,3. (5.2.78)
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As a consequence of (5.2.49)—(5.2.50) we get the equations

o+ 1), (0 + O+ s () = £5(8), j = 1,2,3. (5.2.79)

The only solutions to (4.2.79) are (see (5.2.18), (5.2.19), (5.2.32), (5.2.33))

t
y1(t) = e_Ft/ Cug.kk dradxs + e_Ft/ fl(s)er ds, (5.2.80)
s 0

Ay + Moy

—Ft ! Fs
e /0 fa(s)e™? ds,
(5.2.81)

£) = o Ft - u " dxod
y2( ) ¢ /S(C 0,11 +¢ 0,22 + ¢ 0733);82 L2603 + Ay + Ly

and

t

1
ys(t) = €_Ft/(Cu0,11 + Cug,22 + Cuo,33)23 dwadrs + B_Ft/ fa(s)ef™ ds.
s 0

Av + f
(5.2.82)
Using (4.2.1) together with the functions y;, j = 1,2, 3, enable us to express I; from
(5.2.75) and to get (5.2.22).
It remains to express the last unknown term in (5.2.71). We multiply (5.2.15)
with € and put v = v(x1,t), where v € C§°(0,T;C5°([0,1])?). Given (5.1.5)—(5.1.8)
and (5.2.47), we get

T
d
/ / (O1v-t) {2/%/ Cu,11 dwodrs +2M/ Cu,11 dwodxs drdt +
o Jo dt Js s

+>\v/ 8tguﬁkk dxodrs + )\/ Cu,kk dl’gdl’3:| dx1dt = 0. (5283)
S S

By virtue of properties of t (see assumptions of Theorem 5.2.2), we arrive at

d
2/1,1,*/ Cu,ll dxgd.lf?, —|—2,u/ Cu,ll dl‘gdmg dxldt—|—

+A,,/Satgu,kk dxodrs + )\/Scmkk dxodrs =0 a.e. in (0,1) x (0,7). (5.2.84)
Because of (5.2.76), we can rewrite (5.2.84) as
Aoty (8) + Ayp(t) = —2£1(1), (5.2.85)
which, together with (5.2.79) for j = 1, leads to the equation
(210 4 3X) Y1 () + (20 + 3N)y1 () = 0. (5.2.86)

The rest of the proof is obvious. O

6 Fluids

6.1 Introduction

In the previous sections, we could see how the dimension reduction works when
we pass from a three-dimensional space to a one-dimensional in the case we have
a curved domain. In this section, we pay attention to fluids and we show how a
similar approach works in the case pass from a three-dimensional space to a two-
dimensional. In the case of elastic materials, we speak about shells and the problems
related to the dimension reduction were solved in [44] and under lower regularity
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assumptions in [28]. Application of the approach to compressible fluids was untried
and was published for the first time in [13].

In the section, we pay attention to compressible fluids and thus let us briefly
remind some of the results from the introduction. Compressible fluids are usually
modeled by the Navier-Stokes equations. The respective system of equations is
highly nonlinear and the problem of the existence of a solution was very hard to
tackle. The first existence results can be found in [118]. Global existence theory
for the full Navier-Stokes-Fourier system was extensively studied in [77] and for
steady and unsteady isentropic flows we refer the reader to [161]. In the thesis, we
pay attention to compressible, nonlinearly viscous isothermal fluids. The proof of
the existence of a solution was given by Mamontov in [126] and [127]. As in the
case of elastic materials, there is no unique approach to dimension reduction. The
first attempt related to fluids was done in [154], where three-dimensional steady
Navier- Stokes equations were asymptotically analyzed and the proof is based on
the asymptotic expansion. But in the case of steady Navier-Stokes equations, we
can also use a more direct approach (i.e. without any asymptotic expansion) as it
was demonstrated in [213].

The next step is to study nonsteady Navier-Stokes equations for incompress-
ible fluids. They were simplified into a lower-dimensional model in [90]. As in
the case of elastic materials, we can derive two- or one-dimensional models, which
was demonstrated in [212] and [12], respectively. Considering long thin pipes, it
was shown in [22] that weak solutions of three-dimensional Navier-Stokes equations
for barotropic flows converge to strong solutions of the respective one-dimensional
system as the three-dimensional models converge to the one-dimensional model.
The same result was achieved also for the full Navier-Stokes-Fourier system [29].
Similarly, the dimension reduction of barotropic Navier-Stokes equations from the
three-dimensional system to the two-dimensional system was conducted in [124].

To ensure the consistency of the thesis we introduce the results from [13]. The
deformation of the domain brings again new difficulties into the asymptotic analysis
because the deformation affects the limit equations in a non-trivial way. _

We study the asymptotic behavior of compressible fluids in thin domains €2, C
R3. The motion of the compressible fluids is determined by the velocity U, and
the density p.. The time evolution of u. and p. is governed by the continuity and
momentum equations

pe +div (pau.) = 0, (6.1.1)
Oy (pie) + div (Pl ® ) + Vpe = divS. + pef. in Q x (0,7), (6.1.2)
where T' > 0, QE is defined in Section 3.5, p. is the pressure, ge stands for the

viscous stress tensor and f. represents the external forces (see [126]). We focus on
isothermal and non-Newtonian fluids, which means that

Se = P(|Du)Du,,  p. = cppe. (6.1.3)

Without loss of generality, we put ¢, = 1.

We focus on the rigorous derivation of the two-dimensional model from equa-
tions (6.1.1)—(6.1.2) under the Navier boundary conditions. To introduce the Navier
boundary conditions we must first establish some notation. Symbols n. stand for
unit outward normals to .. Similarly t. is any vector from the corresponding
tangent plane. We denote parts of the boundary of domain 2. as follows:

fl,e = 66 (Fl) ) f2,5 = @e (FZ) 5 (614)

where
' =05x%x(0,1), I's =8 x {0,1} (6.1.5)
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(see (4.5.1) for the definition of ©.). Using the notation, we prescribe the set of the
Navier boundary conditions

t. (13(|1~)ﬁ€\)1~)ﬁ€ﬁ6) tqu.t. = Oonly.x(0,7),  (6.1.6)
T - (ﬁ(|ﬁﬁﬁ|)ﬁﬁeﬁﬁ) Fh(e, t. = OonTa.x(0,T),  (6.1.7)
U.-n. = 0ondQ x(0,7T). (6.1.8)

We suppose that h(e) > 0 behaves like O(¢) and g > 0. The asymptotic behavior of
h(e) will be discussed during the derivation of weak convergences of densities and
velocity fields.

We further consider the initial conditions for the density and the momentum

ﬁe(fv O) = 50,5(%) > Oa N (619)
(ﬁeﬁe) (5, 0) = (ﬁeﬁe)o (f), 7€ Q. (6'1'10)

Hence, the variational formulation of our problem is

T
/ /~ [ﬁeat(ﬁ+ petl, - va} dFdt = 0, (6.1.11)
0 Qe
T ~ ~ o~ — o~
/ [ ['p;ﬁﬁ 00 + Pl @ T, : DY + podiv ¢] dzdt —
/ / P(|Du.|)Du, : Dip — pif, - qp] dFdt+

T
+q/ / T -1 dth+h(e)/ / T, - dldt (6.1.12)
0 fl,e 0 f2,e

for any ¢ € D (R?* x (0,T)) and Ve Cse(0,T; C>(€2,)?) satisfying the condition

n |a§ x(0,T) — 0.
Sumlarly as in [126], [127] and [212], we assume that function P satisfies, for

any U, V € Ly(Q.)?, the following conditions

/~ PTN|T? dz 2/~ M(T)) dz, (6.1.13)
Q. Qe

/~ (P(|r7|)fr—P(|x7|)17) (U V) di >0, (6.1.14)

Qe

P(2)|z|* is a convex function for z > 0, (6.1.15)

/~ N(P(T))T]) di§0<1+ [ M(|z7)) i, (6.1.16)
Qe Qe
P(|U = A\V|)(U = AV) 2 p(|U|)T, for A — 0. (6.1.17)

For instance, the function

MGz) g
— 22 or z 7é Oa
Pz) = { 0, for z = 0.

satisfies all of the conditions (6.1.13)—(6.1.17). The Orlicz spaces and Young func-
tions used in above relations are defined in the next subsection.
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6.1.1 Orlicz spaces

In this subsection, we give more details about the typical Orlicz function spaces for
the kind of equations we introduced above.

Definition 6.1.1 Let us define the Young functions ®~(z) := (1 + z)In" (1 + 2),
v >1, and ®1(2) := zIn(z+1). Functions ¥, v > 1, denote the complementary
functions to ®.,, v > 1. Subsequently, we define M(z) = ¢* — z — 1 and its
complementary function N(z) = (1+ 2)In(1 + z) — z. Further, we denote ®;,,(2),

a € (1,+00), the Young functions with growth zInYY 2, 2> 29 > 0. Uy /0(2) are
their complementary functions.

It is apparent that

e &,(2) ~O(zIn” 2), v > 0, and M(z) ~ O(e?),

o U, (2)~ O(ezl/v), v >0, and N(z) ~ O(z1lnz),

* Lo, (Q) = Ln(Q) and also Ly, (Q) = Lu(Q),

e the Young functions ®., v > 1, satisfy the Ay-condition,

o if v > v, > 1, then Ly, CLg, and Ly, C Ly

2

o if u€ Lo, (Q), 7 =1, then [, ®,(|u(z)]) dz < +oo,

o ifu€ Ly (Q), 721, then [, Uy (|u(z)|) dz < +oo, ¥y > 7.

6.1.2 Main result
The main result of Section 5 is stated in the following theorem.
Theorem 6.1.2 Let us assume that couples {pe,uc), € € (0,1), satisfying

pe € L%(0,T:La, (),
ve € LP(0,T;WhP(Q)*) N L(0,T; L*(02)%)

with Ve := (U - 81,6, Ue - 82,6, Ue - 83,¢) for arbitrary but fived v > 3 and p > 3, are
weak solutions to the transformed equations (6.2.5)—(6.2.6) with initial states pg . €
Ly (2) and m';;:i;)e“ﬁ\/a € LY(Q) satisfying (6.3.45)—(6.3.47). In addition, we as-
sume that the Navier boundary conditions (6.1.6)—(6.1.8) hold and w.(u.) € Lpr(2x
(0,7))°. Further, we suppose that function P complies with conditions (6.1.13)—
(6.1.17), f. — £ in L=(Q x (0,T))> and f. - g/ € L=(Q x (0,7))%, j = 1,2,3,
h(€) > 0 behaves like O(€), ¢ > 0 and covariant basis {a1,as,a3} C L>(Q)? satis-
fies conditions O,a; and 82[3:13 € L*>(Q)3, where a, B =1,2 and j = 1,2,3. Then
(passing to subsequences if necessary)

Pe = P in L™ (OaTa I“<I>,Y (Q)) s

pe—p  inC([0,T);[WLy (Q)]),

we(ue) = w(u)
Uc oe —U- A, in LP (0, T; WHP()) N L (0,T; L*(69)) ,
a=1,2,
u.-ag — 0 in Ly (Q x (0,7)).
In addition, couple (p,0), where p = fol p dzs and u = (u-aj)al + (u-a)a?,
U - Nlpgx(0,r) = 0, is a weak solution to the equations (6.4.1)~(6.4.2) and complies
with the energy equality (6.4.3).
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6.2 Transformation

In this section, we show how the transformations on the referential domain €2 intro-
duced in Section 3.5 change the variational formulations (6.1.11)—(6.1.12) together
with respective energy equality.

6.2.1 Transformation of partial derivatives

For transformed velocity and density, we employ the notation

u : Qx(0,7) - R3,

pe  Ox(0,T) =R,
where u.(z,t) := U (Oc(x),t) and pc(z,t) := pe(O(x),t), for all (z,t) € @ x (0,T).
We denote 7 = O.(z) and also z = ©_(Z). Thus, we can write u.(z,t) = 0.(,t)
and pe(z,t) = pe(,1).

We express the first spatial partial derivative of a scalar function ¢ according to

the chain rule in the following way

9;0(7,t) = 9;0(071(7),t) = dup(x, t)[g");.

Similarly, we derive the first spatial partial derivative of the vector function u. as
follows

0, (7,1) = Oju; (O71 (), 1) = Qyuy e (z,1)[g"]; = Duc(x, ) - gr.c[g"]:[g"];,

where the last equality follows from

k,e]

alui,e = [alue]i = alue . gk,e[g i
(see (4.5.6)).
Transformation of the symmetric part of the gradient can be performed in the

following way

DUy = Ge(udly PN = [RTodu)R] = we(udl,,  (62.1)

ij
where

1 1 [ O1uc-eazg+0suc-gi e
O1Uc-8re 35 (01Uc-Boc+OoUe-Gr) 35 |2 cB8ke
2 2 €
0 = 1 [ O2uc-cazg+0suc-ga .
@e(ue) : . OoUc - 82 s|\—————=
Sym O3uc-cag

€

(6.2.2)
and R, is defined in (4.5.9).
It is easy to check that for any p > 3, there exist 1, 79 > 0 such that for all
€ € (0,1) the following relation holds

rif[@e(ue)llp < flwe(ue)lp < roflwe(ue)llp, (6.2.3)

because R, is convergent for e — 0 in W1°°(Q)°. Furthermore, R, does not tend to
zero for € — 0 due to the formula (4.5.17). In the following sections, we do not need
only the equivalence of @, (u.) and w¢(u,) in the LP-norm, but also in the Lys-norm.
This equivalence can be proved similarly to the inequality (6.2.3).

The transformation of u, - %@ leads to

Ui, c0ip = ui, Oiplg" )i = ul ReEVp
(see (4.5.8) for the definition of E.). The transformation of div ¢ is done similarly
div ¢ = 9;0; = Oi[gh]; = Vb : R E.. (6.2.4)
W(iremark that term Vv : R E, is the trace of we(1)) because a;zz is the trace of
Di.
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6.2.2 Transformation of the governing equations
According to [44], we use the following equalities

dr = /9. dx = e\/d. dz,

dU = |R.Eml|\/g; dI = |R.Ecn|e\/d, dT,

to arrive at the transformed equations of the variational formulation (6.1.11)-
(6.1.12). It holds that n = (n1,n2,0) on I'y, n = (0,0, £1) on I'y. Therefore,

2
E n;g*n; on I'y,
ij=1

|ReEn| = e ' onTs.

|ReEcn| =

Now, we can divide both equations by € and arrive at the transformed variational
formulation

/OT /Q[peatcp + peul R.EN|\/d, ddt =0, (6.2.5)
/OT /Q [Pt - b + pette @ e : we(V) + peVip : ReE] /de dwdt =
-/ ' [P (et e o) = -] VAT o
+q/OT/F1 u. - ¥|R.En|\/d. dI‘dt—irh(;)/OT /F u. - \/d. dbdt  (6.2.6)

for any ¢ € D (IR3 X (O,T)) and ¢ € C§°(0,T;C>(Q)?), ¢ - n|pox(0,1) = 0.
After imposing the same transformation as for the variational formulation to the
renormalized continuity equation (see [118] or [127] for its original form), we get

T
// [b(pe)aﬁo + b(pe)queEev@ (b(pe) — peb/(Pe)) Vu, : ReEe] ‘P\/a dxdt =0
0

(6.2.7)
for any ¢ € D (R® x (0,7)).
6.2.3 Energy equality and its transformation

For any t € [0,T], we have the energy equality expressed by the following formula
(see [127])

[ OB Gty da [ [ PQDD Dz

a. 2

t t
+q/ / | dFds+h(e)/ / [u|? dl'ds =
0 Fl.e I—"25

t
:/ /~ AE dgzds+/~ [GeBe)ol” , > 1z di. (6.2.8)
0 JQ. Qe

2[)5 0
By transforming (6.2.8), we obtain

[ [PALOE )00 V[ [ P 0P s
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t h t
+q/ / luc)?|R.Ecn|\/d, drds+ﬂ/ / luc|?>\/d. dlds =
0 Jr, € Jo Jr,
K o |(Peu6)0|2
:/ /péf€ - Ver/d, dxder/ [ +p5,oln(p€70)} \Vde dx (6.2.9)
o Ja Q

2pe70
for any t € [0, T, where

fe = (fe . gl,e, f - g2,e’ f - g37€)a
Ve = (ue * 81,6, Ue * 82,¢, Ue - g3,5)~
It is obvious that
f'e Ve = fi,evi,e = (fe )(ue ' gi,e) =

. gi,e
- (fe : gi’e)gi,e ° (ue : gj,e)g'j’E = fe * Ue.

We need to use f, - v, instead of f, - u. for making a priori estimates (see inequal-
ity (6.3.5)), because a variant of Korn’s inequality holds for v, (see Theorem 6.3.1).

6.3 Proof of the limiting 2D equations

The first step of the proof concerns the variant of Korn’s inequality. We need this in-
equality to perform a priori estimates in section 5.3.2 and subsequently show bound-
edness of {pc}ee(o,1) and {Ve}ee(o,1), and perform weak limits. In section 5.3.3, we
pass to the limits in the equations (6.2.5)—(6.2.6). As the last step, we perform the
limit passage also for the energy equality (6.2.9).

6.3.1 Korn’s inequality

In this section, we prove the variant of the first Korn inequality for functions from
WLr(Q)3, p > 3. This inequality is subsequently used to derive a priori estimates
for p. and u, in Section 6.3.2.

From [72], we know that

Wl < CIDWp + [Iw]p) (6.3.1)

holds for any w € WP ()3, p > 2. It is an easy consequence to prove that there
exists constant C'(€2, p) > 0 such that

[wll1p < CQp) ([DWlp + [[Wll2r) - (6.3.2)

Without the loss of generality, we denote u. = uc(t) in the following theorem.
Variable ¢ € [0,T] is arbitrary but fixed.

Theorem 6.3.1 Let u. € WH?(Q)3, p > 3, be such that uc-n = u. -az = 0 on
I := S x {0}. We define ve := (U - 81¢,Ue - 82,c, U, - €a3). Then there exists
C =C(Q,p) > 0, such that

[vel 1p<C (H‘DE(ue)Hp + ||u€||27p) , Ve>0, (6.3.3)

where w.(u.) s defined by (6.2.2).

Proof: Assume the contrary: without loss of generality, there exists a sequence
{ve, }I29 generated by {u., },;'>3, where €, — 0 as n approaches infinity, such that
[ve,llip =1 and

> [|@e, (ue,)

|p + [lue, 2,T-

1
n
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Hence,
u., — 0in L*(T)3, &, (u.,) — 0in LP(Q)°. (6.3.4)

In addition, from the definition of v, it follows that vz, =0 on I'. From bound-
edness of sequence {v., };'> and imbedding W'?(Q) << C(Q), we get the con-
vergences (passing to a subsequence if necessary)

Ve, — v in WhP(Q)3,
Ve, — v inC(Q)>

We will arrive at a contradiction in three steps:

1. We prove that {Dv.,}> is convergent in LP(£2)°.

Let us analyze the terms of @, (u., ) one by one. We know that
€
dsu., -azll, < —.
|| 3Uen 3||p =

Hence, dsu., a3 = 03(u., -a3z) — J3(u-az) = 0 in LP(Q). However, (u -
az)(x1,22,0) =0 for all (z1,x2) € S. Thus, v3 =u-a3=01in Q.
Next, [@,, (ue,)]11 can be written as

aluen *8le, — 81 (uen : gl,en) — U, * a1g1,en~

From the definition of g1, (4.5.2), it follows that 01g1., = O1a; + 6nx38%1a3.
Therefore, 0181, € L>(Q)? can be written as

algl,sn = Cl1,6,81,¢, + C2.¢,82,¢, + C3,¢, A3,

where cq., = 0181, -8V — ¢ in L®(N), a =1,2, and ¢z, = 0181, - a3 — 3
in L*>°(€2) due to convergences (4.5.11), (4.5.15) and (4.5.16). Hence, u,, -0181., —
c1v1 + cavg in (). Together with the convergence diue, - g1, — 0 in LP(Q),
we get

81(u€n . gLEn) = (911117% — Cc1V1 + U9 in LP(Q)

Similarly, we show that also the remaining terms of Dv.  converge in LP((Q).
2. We show that {v.,}> is convergent in WP (Q)3.

We use Korn’s inequality (6.3.2) for function w € WP(Q)3. We already know
that u., — 0 in L?(T")3. Hence, also v., — 0 in L?(I")2. Together with the
convergence of Dv.  we get

Ve, — Vem”l,p < C_'(Q,p) ([[Dve, — Dve, Hp + Ve, = Ve, ”271“) )

which implies the convergence of {v., }/>% in WP (Q)3.
3. To arrive at a contradiction, we prove that ||v|j1, = 1 and simultaneously
v =0.

From v, — v in WP(Q)? and ||v,, |1, = 1, it stems that ||v]1, = 1. Ac-
cording to the definition of g4, , & = 1,2, (4.5.2)—(4.5.3) we know that 0sgq., =
€n0qa3. We can write

O1ue, - €paz + O3, - 81, = 0103, + 0301, — 265U, - O183.

It holds that e,u., - 01a3 = €,(dic, Ue, - 81,6, + d2,e,Ue,, - &2.c,) — 0 in L(€2),
where dq ., = O1a3 - g — dy in L*°(), a = 1,2, due to convergences (4.5.15),
(4.5.16), and the second step of this proof.
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Due to O1u., - €paz + dsue, - 81, — 0 and eyu,, - d1ag — 0 in LP(Q), also
O1V3.¢, + 03016, — 0 in LP(Q). In addition,

/ 0103, dz = —/ en(ue, - az)o1p de — 0,
Q Q

where ¢ € D(Q). Hence, both dyvs,, — 0 and d3v1,, — 0 in D'(Q2). In addition
with respect to the results of the second step of this proof, we have dv3e, — 0
and Osv1,, — 0 in LP(). Therefore, d3v1 = 0 almost everywhere. Similarly,
we can show that d3ve = 0 almost everywhere. However, relation (6.3.4) gives us
vi(x1,22,0) = 0, i = 1,2, for all (x1,25) € S, which, together with d3v; = 0, gives
us v; = 0 in Q.

Let us remind you that in the first part of this proof, we have already shown
that v3 = 0. To sum it up, v = 0 in  and we arrive at a contradiction. O

6.3.2 Boundedness and weak limits

First, we make prior estimates. Equation (6.2.5) implies the conservation of mass,
ie.

/pe(t)@ de = [ pocy/de dv, Vte (0,7).
Q Q

Therefore due to assumptions of Theorem 6.1.2 on f., the first integral on the right-
hand side of the energy equality (6.2.9) can be estimated as follows

t t
[ [ otviiidots) < [ vt [ o)V dods <
0 Q 0 Q

t
< ClpoeE) / 1Ve()ll1p ds.

In view of Young’s inequality (4.1.3), inequalities (6.1.13) and (6.3.3), and esti-
mate (6.2.3), we arrive at

t
/ /,oﬁf'e-v6 dxds
0 Jo

< ofa t [P ) e s +

t
+Ol/ / |u€|2 dSds + 02(01)> R (635)
0 JSx{o0}

where C7 > 0 can be made arbitrarily small.
From (6.2.9) and (6.3.5), we obtain the boundedness of

{Vpeluel} ¢y n L™ (0,75 L*()),
{pé}ee(o,l) in L*(0,T; Le, (2)),
{we(u)}eoy I Lar (2% (0,7))°,
{(Vleeoy I LP(0,T; WHP(Q)®) N L2(0, T; L*(99)°)
for any p > 3. From (6.3.9), we get the boundedness of

{uc - a,cteco) in LP (0, T; WHP(Q)) N L? (0,75 L*(09)), a =1,2.  (6.3.10)

However, we do not have any information on the boundedness of {u.-as}cc(,1) yet.
Therefore, we prove that

uc.-az —u-az=0in Ly (Q x (0,7)). (6.3.11)
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Due to (6.3.8), we have the boundedness of € 10su, -as in Ly (2% (0,T)). It means
that dsu, - ag = 93(u, - az) — 0. In addition, it holds that

|(ue - ag) (w1, z2, 23) — (uc - a3)(z1,22,0)| = ’/ d3(uc - a3)(z1, 72, y) dy| -
0
According to the boundary conditions, we have (u, - ag)(x1,x2,0) = 0. Thus,
1
|(uc - a3)] < / |03(u, - a3)| dxs.
0

Multiplying this inequality by e~ and applying norm || - ||1,, @x(0,7)) lead to

A

e (ue - as)|| Ly oxory < e 05(uc-as)|r,, @xo1) <

o) /OT/QM(HwE(uE)]gg) dudt + Cs.

IN

Hence, we arrive at the boundedness of sequence
{e7 " (uc - a3)teeo,1) in Lar (2 x (0,7)). (6.3.12)

Therefore, the convergence (6.3.11) holds true.

The boundedness of {pe} ¢ (g 1) in L(0,T; La, (2)) can be extended to the space
L>(0,T; L, (£2)). We remind that v > 3 (see Theorem 6.1.2). We proceed in the
following way. First, we test the equation (6.2.7) by function ¢ = () € C§°(0,T)
with b(z) = ®,(z). We arrive at

[ [ 000060+ 101000 = 02! 0)) Ve s ReE ple) /e ot =0.

(6.3.13)
Function @, (z) — 2@’ (2) behaves assymptotically as ®,_;(z). Furthermore, there
exists a positive constant C' such that ®; (®,-1(2)) < C(P,(2) + 1) for 2 > 0 (see
[212]). Due to equivalence of the Young functions M and ¥y, relations (6.1.13),
(6.3.8), and Young’s inequality, we deduce the estimate

/0 /Q [((I)W(Pe) - pﬁq)'/y(pe)) Vu, : ReEE] \/i dxdt| <

(/ / +(pe) + P (Jwe(ue)]) |we(ue)|?] V. ddt + 1)(6 3.14)

where C(T) > 0. With respect to (6.3.13), (6.3.14), (6.3.46), and Gronwall’s lemma,
we obtain the boundedness of

{pe}ee(o,n in L> (Oa Ta I~/<I>,Y (Q)) (6315)

We focus now on the boundedness of {J;pe} ¢ (g,1) in the next step. Let us test

equation (6.2.5) by function p(z,t) = @1 (t)ih(z), where ¢ € LP' (0,T), 1/p+1/p =
1,p>3,and ¢ € W'Ly, _, (), v > 3. We can write

T T
‘ / o / pepy/de dudt| = ‘ / o1 / peul ReENY/d. dwdt| =
0 Q 0 Q

o1 | e {((ue - g1,0)85 + (U - g2,0)8”°) (g, %) Vit

+€71u€ . 33831/1] (6316)
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where Vi) = (911, 8210)" and (g€, g%¢) is the 3 x 2 submatrix of the matrix R,. It
is sufficient to estimate only the last term on the right-hand side of (6.3.16), because
it is "the worst term”. Due to (6.3.8), (6.3.10), (6.3.12), and (6.3.15), we get the

boundedness of ,
{0ipe}econy 0 LY (0,15 (W Ly, (Q)]') . (6.3.17)

By the use of (4.5.11), (6.3.7)—(6.3.9), (6.3.15), (6.3.17), and theorem on compact
imbedding (see [188], Lemma 9), we get (passing to subsequences if necessary)

pe—=p  inL>(0,T;Le,(Q)), (6.3.18)
pe—p inC([0,T];[W'Ly, (Q)]), (6.3.19)
we(ue) = ¢ (6.3.20)
U gae —u-a,  in LP(0,T;WHP(Q)) N L? (0,75 L*(09)) ,
a=1,2. (6.3.21)

We remind that for the third projection of u. into the covariant basis, we have
u.-ag —u-ag=0in Ly (2 x(0,T)) — see (6.3.12).
From the definition of w(u.) (6.2.1) and (6.2.2), we can see that

du-a; 3 (0u-az+du-ar) (3
( = RT . 8211 sag C23 R. (6322)
sym : (33
We prove that the limiting function u does not depend on the third spatial vari-
able. From (4.5.2) and (6.3.8), we know that {¢~' (d1u - eag + d3uc - g1.¢) }ec(o,1)
is bounded in L (€2 x (0,7)). It holds that

et (O - eag + O3u. - g1 ) = 01 (uc - az) + e 03(u. - g1c) — 2u, - yas.
After multiplying this equation by e and by a test function ¢ € D(R3?), and inte-
grating over €2, we get
/ O3(Uc - 81.6)p dz = 6/ e ! (O1ue - eaz + Osu. - g1.c) p do +
Q Q

—i—e/ (2u. - d1az — d1(u. - a3)) p dx. (6.3.23)
Q

With respect to (6.3.8), (6.3.10), and (6.3.11), the right-hand side of equality (6.3.23)
tends to zero for € — 0. Finally, we have d5(u-a;) = 0 almost everywhere. Sim-
ilarly, we can conclude that 93(u - as) = 0 almost everywhere. In summary and
together with (6.3.11), we arrive at

d3u = 0, (6.3.24)

almost everywhere, which means that u is independent of x3.
Now, we pay our attention to convergences of nonlinear terms in equation (6.2.6).
The convergences (passing to subsequences if necessary)

pe(Ue - Bae) I p(u-a,), a=1,2, (6.3.25)
pe(uc-az) — p(u-az)=0,in Ly _, (2 x (0,7)), (6.3.26)

where v > 3 (see Theorem 6.1.2), are immediate consequences of (6.3.11), (6.3.17),
(6.3.21), and theorem concerning compact imbedding (see [188], Lemma 9). For
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instance, we prove the convergence (6.3.26) that differs from convergences (6.3.25).
According to Holder’s inequality, it holds that

T
lpe(ue - as)llz, , @x(.1) = SHP/ / |pe(u, - as)yp| drdt <
®» 0 Q

< Cllue - aszl|r,, @x©,1m)llPeellLy@x0,1))

where the supremum is taken over all functions ¢ € zlp%l (€2 x (0,T)) such that

T
| wmallh dode <1
0 Q

From (6.3.11), we know that ||u - a3||r,, x(0,7)) — 0. Therefore, it is sufficient to
show the boundedness of ||pcl| 1 (x(0,7)) for proving (6.3.26). The equivalence of
Orlicz spaces Ly and Lg,, and Young’s inequality give us

T
el Ly @x(0.1)) < /0 /gl%(pe\wl) dzdt +C <

T T
g/ /p6¢1(|<p|) da:dt+/ /\<p|¢’1(p€) dedt+C. (6.3.27)
0 Q 0 Q

The second integral on the right-hand side of (6.3.27) is "the worst” and it is less

or equal than
T T
[ [ wmatioh dodes [ [ @, @i0p0) dode <
0 Q 0 Q

T T
< [ [ watieh dnde s [ [ @00 dodr
0 Q 0 Q

Hence, we conclude that convergence (6.3.26) holds true.

To overcome the second term on the left-hand side of equation (6.2.6), we con-
sider ”the worst integrals” in (6.2.6) and prove their boundedness. First, we show
that from (6.3.10), (6.3.11) and (6.3.15) it follows the boundedness of

T
/ / Pl U : we(w)\/i dx dt (6.3.28)
o Ja

for any € € (0,1) and ¢ € L(0,T; WlE\p%Z(Q)?’), where 2/p+1/g =1, v > 3
(see Theorem 6.1.2), and % - n|pax 0,7y = 0. Let us use formulas (4.5.9), (6.2.1),
and (6.2.2), and perform the following reasoning:

U @ U we () = Uj,elj,e [(De(w)]lk [rk’e]i[rl’e]j =
= (u - P (ue - ) [@c (V)] - (6.3.29)

We remark that g1 . and go . determine the same plane as g€ and g** (the
normal vector of this plane is ag). Therefore, the boundedness of sequence {u. -
Za,etec(0,1) in LP (07T; WLP(Q)) N L? (07T;L2(8Q)) implies the boundedness of
{uc - g*“}ec(0,1) in the same space, for o = 1, 2.

There are three types of terms in (6.3.29) and we analyze ”"the worst one”, i.e.
term p.(uc - a3)?[0c(1)]33 (because r3€ = a3 see (4.5.9)). For convenience, let us
denote e 'o(t)Y(z) = [0 (Y(z,t))]33, where ¢ € LI(0,T), 2/p + 1/q = 1, and
)€ Eq,wfz(Q)g. By the use of Holder’s inequality, we get

T
/ / pe(ue ~a3)26*1<p1/_1\/£ dxdt| <
0 Ja

<V dellsolle™ (ue - a3)?|| Ly, (2x (0.7 [10¢ 0¥l Ly, (2% (0,1)) -
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The norm [le™*(u - a3)|| Ly, (@x(0,7)) is bounded due to (6.3.12), because M and
W, are the equivalent Young functions, and Wy(2%) ~ W;(z). We estimate the
remaining norm ||p€sﬁwHL®2(QX(O7T)) in the following way:

T
[Pl L, @ (0,7)) S/ /Q(I>2(pe|g0\|z/}|) dxdt + C; <
0
T _ T ~
< / / (lld1@a(pe) dadt + / / pe®o([ld]) dedt +
0 Q 0 Q

T
2 / / B1(p ) @1 (l|B]) dedt + Co,

where ”the worst term” can be estimated as follows

T
/ / lol[1h|P2(pe) dadt <
0o Ja

< Cllelliom) <H/Q@w(pe) dx +/Qx117,2(|z/?|) dx—l—C’).

L>(0,T)

We conclude that the integral (6.3.28) is bounded for any € € (0,1) and ¢ €
LU0, T; W' Ey,_,()%).
Subsequently, we show that also

/0 /Q P (Jwe(ue)]) we(ue) : we()\/de dadt (6.3.30)

is bounded for any € € (0, 1) and ¥(x,t) = p(t)(x), where p € Fy,, (0,7), a > 2,
and v € W'Ey,,,(Q)?, 03¢ = 0. We remark that according to (6.2.1) and (6.2.2)
we have

. MY -gre 3 (010 8o+ 02081 % (019 - a3)
We@) = Re ' 2

DoY) - 2, (020 - a3) | Re,
sym . 0

which is bounded for e — 0 in Ey, ,(2)? due to (4.2.6), (4.2.9), Propostion 4.3.2,
and Corollary 4.3.3. Due to Young’s inequality, it holds that

<

T
| P Gt s iy v/ daai

T
<V dellos (QI/O Va/allel) di+

T —
+ /O /Q D)/ (P(we ()] we () |we ()] dxdt), (6.3.31)

where o > 2. For brevity, let us denote w, := P(Jwc(uc)|)|we(ue)|. Since we €
Lg, (2% (0,T)) implies we € Ls,,_,,,,(0,T; La, ., (2)), which follows from Jensen’s
inequality and estimate

q)(a—l)/a(q)l/a(z)) < 2@1(2) +C, z>0,
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the second term on the right-hand side of (6.3.31) is less or equal than
T — —
| e a0 + w08y a(c(9)) dode <
0

T
< /0 /QCIJ(a—l)/a(qh/a(we)) + U (0 1y/allwe(@)]) +
+01(we) + Ui (P10 (Jwe(¥)])) dadt <

T
<3 / / By (P(|we(u.)]) e (u.)]) dadt +

T T
+/0 Aw(a_l)/a (|w5(’(b)|) dxdt+/0 /9\111/2 (|w€(1/1)|) dxdt + C,

where « > 2. Due to property (6.1.16), we conclude that integral (6.3.30) is
bounded.

Terms (6.3.28) and (6.3.30) represent ”the worst integrals” in (6.2.6). Thus, we
omit the estimates of the others and take ¢ € Ew, (0,T; WlEq,Wl/Q(Q)?’) as a

test function. By the use of estimates (6.3.28) and (6.3.30), we demonstrate how to
perform a limit passage in the second term on the left-hand side of equation (6.2.6).
Let us test the equation (6.2.6) by function 1 (x,t) = ¥(z)p(t), where ¢ € C$°(0,T)
and v € WlEq;l/z(Q)B, 03¢ =0, -a% =0, v a3 =0 (to control term V1 : R.E,)

3

and ¢ - n|gg = 0. Since a® = az we have

¢ =(p-a')a; + (¢-a’)ay + (¥ -a’)ag = (¥ - a')ay.
We thus get

T
/ (PI /Q pe((ue : gl,e)gL6 + (ue : g2,e)g2’€) . 7/) V de d.’tdt S
0

T
< [t [ Do @)l + 1090 BB+
+[P (Jwe(ue)|) we(ue) : We(@” + |pefe - 1[’” \/i dzxdt +
T
+(]/ |90|/ |ue {lZ)HReEenh/l dl'dt +
0 I

h(e) [T _
+— | el | |uc-¥|V/de dldt, (6.3.32)
€ Jo Ty
where, due to (4.5.2) and (4.5.6),

Pe ((ue : gl,e)gL6 + (ue : g2,e)g2’€) : QZ} = (pe(ue : gl,e)gl’6 - 6Zl,e) : 7/7%

where z1 . 1= pe(uc - g2.)(x3g>¢ - d1az)a’. The boundedness of {21 c}ec(o,1) in

LP(0,T; Lo, (€2)%) follows from convergences (4.5.11), (4.5.15), (4.5.16), bounded-
ness (6.3.9), and (6.3.15). Therefore, ez, — 0 in LP(0,T; Lg, (2)%), and thus also
in Lo (92 x (0,7))%.

Considering the density of C§°(0,T) in Ey, ,(0,T), imbedding Ly, (0,T) <
Ey,,,(0,T) C .Z/\pl/2 (0,T), a > 2, and the boundedness of all terms on the right-
hand side of the inequality (6.3.32) (see (6.3.28) and (6.3.30)), we deduce the bound-
edness of

1
{at/ (pe(ue : gl,e)gl’6 - Ezl,e) \/d7€ sz}
0 e€(0,1)

in Lg, . (0,T; [WEy, ,(9)°'), a>2. (6.3.33)
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Similarly, testing the equation (6.2.6) by function ¥(z,t) =
v € C§°(0,T) and ¢ € W1E¢1/2(9)3, G5 = 0, ¢ -al =0,
1& -n|po = 0, leads to the boundedness of

1
{8t/ (pe(ue 'g2,e)g276 - EZQ’E) \/I d(pd}
0 e€(0,1)

in Ly, (0,T; [WEy, ,,(5)%"), a > 2, (6.3.34)

P(z)p(t), where
Y -ag = 0 and

where Z2 e = pe(ue ' gl,e)(xﬁlg176 . 82a3)a2-

By the use of (4.5.11), (4.5.15), (4.5.16), (6.3.25), (6.3.33), (6.3.34), and theo-
rem concerning compact imbedding (see [188], Lemma 9), we get (passing to sub-
sequences if necessary)

1 1
/ (Pe(Uc * 8o, )8V — €Zn.c) \/di dzs — / plu- aa)aa\/g dxs
0 0
in C([0,T];[WLg,(5)?%), a=1,2. (6.3.35)

To perform a limit passage in the second term on the left-hand side of equa-
tion (6.2.6), we prove the following lemma.

Lemma 6.3.2 Let us remind notation v = (Ue - 1.¢, Ue - 82,¢, Ue - €a3). Assume
that {uc}ec(o,1) satisfies condition (6.3.8) and {V }ec(o,1) satisfies condition (6.3.9).
Then for any p > 3 (passing to a subsequence if necessary), it holds that

1
Va,e _/ Va,e d$3
0

Proof: We prove the assertion by a contradiction in several steps. Let us suppose

=0, fore >0 and a=1,2. (6.3.36)
Lr(0,T:L5 ()

the existence of fixed p > 3 with a positive constant C; and {e,}/> tending to
zero such that
1
Vay,en —/ Vae, dT3 >Cy >0, VneN. (6.3.37)
0 Lr(0,T5L>(Q))
Obviously, there exists a nonempty set I., ¢, C (0,T) such that
! 1
Va,e, (t) 7\/0 Va,e, (t) dxg . 2 m, Vit c Ién,cl' (6338)

(i) There exists a positive constant Cy = Co(C1) such that |1, c,| > Cy > 0, for
alln € N.

If not, then (passing to a subsequence if necessary) |Ie, ¢, | — 0 for ¢, tending to

zero. Let us consider ¢ € R such that ¢ > p. Due to the boundedness of {v. };> in

L9(0, T; WP (Q)3) for any ¢ > p (see (6.3.9)), the following inequality contradicts
the relation (6.3.37):

1
'Uoz,en *‘/ Ua,en d£C3
0

i//(\(LT)\IEnvCl

1
Va,e, _/ Va,e, dl‘g
0

Lr(0,T5L>°(R2))

p

ﬁ+/ |- I dt <
jo%s) I

en,C1

1
Vay,e, (1) —/ Vae, (1) dxs
0

p

9—P n—+4o00
|I€717CI| 1 Ol'
La(0,T;L> (%))

<Ci+
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(ii) We show that there exists a nonempty set Je, ¢, C (0,T), where C3 > 0, such
that,

lva.e, E)]l2,00 + [[Di2Ve, (B)||p < Cs, for almost all t € J., ¢y, (6.3.39)

where D12V, is 2 X 2 submatriz of Dv, constituted of the first two rows and
columns.

If not, then without loss of generality there exists a sequence {C3(n)} >, C3(n) —
400, such that

[vaen (D)ll2,00 + [[D12ve, (D)l > C3(n), Vi € (0,T),

+oo

which would be a contradiction with the boundedness of {v,, } .

(iii) It holds that sup, ey [(0,T) \ Je,,,cs| = 0 for C5 — +o00.

If not, then there exist a sequence {C3(m)} >, C3(m) — +oo, and a positive
constant Cy such that sup,,cy[(0,7) \ Je, coom)| = Ca > 0, ¥VC3(m) > Cs(my),
mo € N. It implies (passing to a subsequence of {e,};2] if necessary)

[vace, (D)ll2,00 + [[Di2ve, ()l > C3(m), Yt € (0,T)\ Je,, cy(m), Y = 10,

where ng € N, and we would get a contradiction with the boundedness of sequence

{ve., :lrg

(iv) For convenience, we simplify the notation va.c, = vVa.e, (tn) € WHP(2), where
tn € I, .c,.- We justify that

[Dsve, |lp + [lvs,e, [|2,00 = 0, (6.3.40)
where
0 0 % (81v3>€n + 83U1y5'rL)
Dyve, = - 0 5 (Ovse, +O302,,)

sym - 0303,

Comparing D3v,, and (6.2.2), the statement of this step follows from definitions of
ve, and D3v, , and boundedness (6.3.8), (6.3.9), (6.3.12) for almost all ¢, € I, ¢,

n

(v) According to parts (i1) and (iii), I, o, \ Je,,cs| tends to zero for Cs — +o0.
Therefore, |Ic, .cy N Je, 05l = e, 0| for C3 — +o00. Hence, we can assume
that both conditions (6.3.38) and (6.3.39) hold for almost allt € I, ¢, .

We prove that

1
Va,e, _/ Va,e, de
0

where C' = C(C1,C3) > 0 and using the notation from (iv).

< C(IDsve, llp + [|vs.e. ll2,00), (6.3.41)

oo

There are two options for the behavior of

1 .
Va,en — fo Va,en dﬂ:gH . First, let us
o0
assume that

1
Vo, e, —/ Ve, en dzs — 400, for n — 4o0.
0

oo

For contradiction with (6.3.41), we further suppose that

1
Ce, = ||Varen _/ Va,e, drsl| > n(]|Dsve,
0

oo

p T lv3e, ll2.00)-
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Dividing this inequality by C., leads to

> n(||Dswe, ”p + Hw37€n

oo

|2,00),

1
1= Hwam —/ Wae, AT3
0

where w., = C'v,,. We divide also (6.3.39) by C, and together with (6.3.40)
we get the convergences Dw., — 0 in LP(Q)? and wq,, — 0 in L*(99). From
Korn’s inequality (see (6.3.2)), we conclude that wq ¢, — 0 in W1?(Q) (and also in
L>(Q) from the compact imbedding), which is a contradiction with the unit norm
of Wa,e, — fol Wa,e, dT3.

Second, let us suppose that

1
Va,e, _/ Va,e, dl’g
0

For contradiction with (6.3.41), we further assume that

1
Va,e,, _/ Va,e, deg
0

Considering inequalities (6.3.39), (6.3.42) and classical Korn’s inequality, we ar-
rive at the boundedness of {||va.c, |o };725. Therefore (passing to a subsequence if
necessary), it follows from the compact imbedding that ve. ., — v in L>®(Q).

Due to (6.3.40), Osvs e, — 0 in LP(2), which, together with the convergence
v3e, — 0 in L2(09Q), gives us vz, — 0 in LP(Q2) (we remind that Q = S x
(0,1)). Hence, Oquze — 0 in D'(Q2) and also J3v4, — 0 in D'(Q) due to the
convergence (6.3.40). To conclude, O3vq,c — O3vq = 0 implies v, = fol Vo drs3,
which contradicts the inequality (6.3.38).

< (5 < 400, Vn € N,

oo

Cs > > n([|D3ve, [lp + llvs.e. ll2,00)- (6.3.42)

oo

(vi) Since convergence (6.3.40) and inequality (6.3.41) hold (see steps (iv) and
(v)), we arrive at a contradiction with inequality (6.3.38). It means that the
statement of this lemma holds true.

O
We apply Lemma 6.3.2 in the following way. Let us remark that v. = (u. -
81,c;Uc - 82, Uc - €ag). Then,

T 1
/ / / peva,evﬂ,egaﬂ7€w Vde drsdidt =
o JsJo
T 1 1
:/ // PeVa.e(Vg e f/ Vg, cl:L'g)gaB’%/}\/d6 dxsdzdt +
o JsJo 0

T 1 1
+/ / (/ peva,egaﬂe\/i de) (/ V3,e d$3> 1/) djdta
0 S 0 0

where 1 € C§°(0,T;C®(RQ)), 03¢ = 0, d& = dxidzs, and «, B = 1,2. The first
integral on the right-hand side tends to zero for ¢ — 0 due to Lemma 6.3.2.
Concerning the second integral on the right-hand side, it holds that (due to conver-
gences (6.3.35))

1 1
/ pevoc,sga&6 V de dxs = / (foe’UouegOéB’E — €Zg e gﬂﬁ) V de drs +
0

0

1 1
—l—e/ Zoc ghe\/d, des — / pevago‘ﬁx/g dxs, (6.3.43)
0 0
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where the first integral converges in C([0,T]; [W Ly, (S)]’) and the second integral
converges in LP(0,T; Lg_(5)), and also

1 1
/ Vg.e d$34/ vg dxg in LP(0,T; WHP(S9)),
0 0

which follows from (6.3.21). In addition, it holds that

1
/pvagaﬁ\/gsz = ﬁvagaﬁ\/g

0
1
/vﬁ drs = wvg,
0

N 1 .
where p:= [ p dx3, because v (as well as u) is independent of 3. Hence, conver-
gences

T
/ /Q pe(ue : ga,e)(ue ) g,@,e)gaﬁﬁew\/die dmdt —
0

T
— / / plu-ay)(u-ag)g®PyVd didt, a,f = 1,2, (6.3.44)
0o Js

are immediate consequences of (6.3.21), (6.3.35), and (6.3.36). Convergences (6.3.44)
are applied in the next section to overcome the nonlinearity in the second term on
the left-hand side of (6.2.6).

6.3.3 Limit of the governing equations

We prescribe the behavior of initial states for ¢ — 0 by formulas

1
/pojeln(poyg)\/idmg —  poln(po)Vd in LY(S), (6.3.45)
0
1
/(I),Y(p07€)\/idl‘3 — @, (po)Vd inL'(S), >3, (6.3.46)
0

1 2 2

/ Mecudol” = gy = 10Ol 74 1), (6.3.47)
0 2po,e 2po

where all limits on the right-hand sides do not depend on z3. We remark that

the prescribed behavior (6.3.46) enables us to use Gronwall’s lemma in the proof

of boundedness (6.3.15). Further, we assume that h(e) > 0 in (6.2.6) satisfies the

condition h(e) ~ O(e€) to assure the convergence of @ to a real positive number.

In this section, we denote a mean value of a function in the third spatial variable
over interval (0,1) by symbol ” "7 over the function. Obviously, these mean values
depend only on x; and zo. For example, we write p := fol p dxs.

Now, we can perform the limit in (6.2.5) and (6.2.6). We use convergences
(4.5.11)—(4.5.17). Let us denote &t = (u-aj)a’ + (u-az)a®. Since u is independent
of x5 (see (6.3.24)), &t depends only on z7 and z2 and thus we do not contradict the
notation above. First, we test the equation (6.2.5) by function ¢ € D(R? x [0,77).
We arrive at

T
/ / [pOrp + peul (8", 8%, %) (01, 020,0)] \/de dadt = 0.
0 Q

Subsequently, we expand u, into the covariant basis. Since g®€-a3 =0, fora =1, 2,
we obtain

T
/ /ﬂ [pe&sw + pel(ue - gr)gh e + (uc - g2, )g> )" (8", gQ’G)Vw} Vd. dzdt =0,
0
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where Vi := (01, 02¢p). Afterwards, we perform the limit for ¢ — 0, apply con-
vergence (6.3.25) and get

T
/ / [ﬁ@t@ + ﬁﬁTRHW} Vd didt = 0, (6.3.48)
0 S

for any ¢ € D (R? x [0,T]), where R'? := (a',a?) is a submatrix of R and di =
dwld{bg.

Second, we test the equation (6.2.6) by function ¢ € C5°(0,T;C>(Q)?) such
that ¢ -a3z = 0, 93¢0 = 0 and ¢ - n|pgx(0,7) = 0. We will show the limit passage for
each term in (6.2.6) independently.

(a) Pele - 3t¢

We expand u. into the covariant basis. Since v - ag = 0 and convergences (6.3.25)
hold, we get

/ /peu6 Btw\ﬁdx dt = / /pE Ue-81c) ghe+ (u,- 82.)8 2’6]-8tw\/ida:dt,
Q Q

which converges to
/ / P - OppVd didt,

for ¢ — 0, due to (6.3.25).

(b) Pelle @ Ue @ We (7/’)

As O5¢p = 0 and ¢ - a3 = 0, we know that [@.(1)]33 = 0 and also that [@(1))]as =
(0at - a3)/2, o = 1,2. After expanding u. into the covariant basis and applying
convergences (6.3.26) and (6.3.44), we conclude that

T
/ / Pele @ U, @ we(V)y/de dadt =
o Ja
T ..
= / /Qpe(ue : gi,e)(ue : gj,e)gzj76[we(w)]ij\/i dl’dt,
0
where the sum is taken over ¢, j = 1, 2, 3, converges to
T
/ /J(a ) (u - ag)g™ [w()]as V dadt =
0
T
:/ /pﬁ@ﬁ:w(¢)¢& didt,
0o Js

for e — 0 (the sum is taken over a, 8 = 1, 2), where

O-ar 3 (01v-ay+d-ay) 3017 - ag
w(y) = RT . Do) - ag 100 -a3 | R.
. 0

sym
(¢) pVY : R.E:.

Since R.E. = (gh¢,g*, e la3), we have

T
/ / pe(O11), D01, B30)) : (g7°, 8%¢, ¢ tag)\/d. dudt =
/ /2 pe(019, 02%)) 2\/d, dxdt,
¢
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which tends to (see convergence (6.3.18))

T
/ / PV : R12Vd didt,
0 S
for e = 0.

(d) P (Jwe(ue)]) we(ue) : we(t)
It holds that

[ [ Pletuab ot oV asa— [ [ PG otV aaa

for € — 0 due to (6.1.16) and (6.3.8), where ( is defined by (6.3.22). Later, we will
show that

// PUINC - ol \fdxds—// (o (@) w() : w()V dids,

for any t € (0,7).
(e) pefs : ?/J

After expanding f. into the contravariant basis and applying the relation ¢ a3z = 0,
we arrive at

T T
/ / ”ffe'w@dwﬁ:/ / pel(Ee - ") g1e + (£ - g2 - ¥/de ddt,
0 Q 0 Q

which tends to
/ / pF - \/d didt,

for € — 0, where F = (f - al)a; + (f - a%)ap and f denotes the limit of f,.
(f) ue - Y|REcn|
Since n = (n1,n2,0)7 on ', we have
ue - Y|ReEen| = u - v|(gh, g*)al,

where i = (n1,n2). Due to (6.3.21), we arrive at

/ / u. - 1/J|REn|fdrdt—>/ / - ¢|R"™0|Vd dSdt,
Iy
as € tends to zero.

(g) @ue%ﬁ

According to the supposed behavior of h(e), i.e. h(e) ~ O(e), we can use conver-
gences (6.3.21) and get

6_1/0T/F h(e)ue - p/de drdt—>2h/0T/Sﬁ-¢\/& didt,

for € — 0, where h is a positive constant.
Finally, we arrive at

/OT/S{ﬁﬁ.atd)wLﬁﬁ@ﬁ:w(qj;)Jrﬁ@d,:RIZ]\/gdidt

T o T /\
:/ /P(\Q)g:w(w)\/& dazdt—/ /pF-zp\/& didt +
0 Q 0 S
T T
a - | R™20|Vd dSdt + 2h - Vd did 3.
+q/0 /asu Y| RY4|Vd dSdt + 2 /O /Su YVd didt,  (6.3.49)

for ¢ € C§°(0,T; C>(Q)?) such that 1 - ag = 0, 931 = 0 and 1 - n|ssx0,1) = 0.
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6.3.4 Limit of the energy equality

Applying similar approach as in Section 5.3.3, we perform the limit for e — 0 also
in the energy equality (6.2.9). We arrive at the following inequality:

/S{p|2+pln( }\/&diwL/Ot/QP(K)KP\/gdxder
+q/ / [a)?|R 24| Vd des—l—Qh/t/ [6)2Vd dids < (6.3.50)
//pF aVd dids +/‘ Jol’ Vd di +/p01n(p0)\/&dfc.

By the use of the same procedure as in [127], Lemmas 3.2 and 3.3, based on
the renormalized continuity equation and the Steklov function, we can derive from
(6.3.48) and (6.3.49) the energy equality

/[pw—i—pln( }fdwr/ PC) ¢ : w()Vd deds +

2
+q// la?|RYh \fdsczsmh/ /|u|2\fda;ds— (6.3.51)
//pF aVd dids +/‘ fd +/p01n(p0)\/&dfc.

Since the function P(]z|)z is monotone (see (6.1.14)), we get

0 < hm/ /Q(P(|w€(ue)|)w€(ue)—P(|T|)T) D (we(ul) — T) dads =

e—0 0

- lg]% /OtAP(|W6(ue)|)|we(us)|2 dzds —

‘A /QW:“POTDT:<+P<\T|>|T|2 duds (6.3.52)

for any symmetric T € Ly (Q x (0,7))°. As a consequence of (6.2.9), (6.3.51),
convexity, and Jensen’s inequality, we arrive at

lim/ / (|we(ue)]) |we(ue)|? dzds =
e—0
:hm(—/[ [ul* 1np€}\ﬁdx—
e—0 Q 2
t h(E) t
—q// |u6|2|R€EEn|@drds——// luc|?\/de dT'ds +
0o Jry
' [(peuc)ol?
—|—/ /pefe-uex/dtdxds—k Vi, dx +
0 Jo Q2P0
2
+/ pe,oln(pe,o)\/dt dx) < / {p|2|+pln( )} Vd di —
s
—q// 62| R4 Mdsczs—zh/ /|u|2\fdzds+
//pFufdde—i—/' \fd—i—

/poln(po fdx—/ PUCTC : w(t)Vd duds. (6.3.53)
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Consequently from (6.3.52), we get

o< [ (PEC- PUTIT) : (wta) -7 s

Taking T = ¢ + Aw(¢) and T = ¢ — Aw(¥), for A > 0, ¢ € C§°(0,T; C>(Q)?) such
that ¢ -az = 0, 931 = 0, and ¥ - n|sgx(0,7) = 0, we conclude that

/0 /QP(\CDC:w(w) da:ds:/o /SP(|w(ﬁ)|)w(ﬁ):w(z/)) dids.  (6.3.54)

6.4 Conclusions

To sum it up, the limit equations together with the energy equality are given by
the following formulas

T
/ / [ﬁatngrﬁﬁTR”w} Vd didt = 0, (6.4.1)
0 S
for any ¢ € D(R2 X [(),T]),
T
//[pﬁ-atwmﬁ@ﬁ:w(qp)mwzRlﬂ«/&dﬁ;dt:
0 S
T T /-\
:/ /P(|w(ﬁ)|)w(ﬁ);w(¢)\/é d:%dt—/ /pF-wx/& didt +
0 S 0 S
T T
(- | RY¥h a-yvVd did 6.4.2
+q/0 /asu VIR n|¢&d5dt+2h/o /Su YVd didt, (6.4.2)

for any ¢ € C5°(0,T;C°(2)) such that 931 = 0, v -az = 0 in Q x (0,7) and
Y -1lasx0,r) =0,

/S{p|u|2+pln }\[dxqt// (lw(@)]) |w(®)>Vd dids +
+q/0 /63|ﬁ|2\R12ﬁ\\/& des+2h/ /|ﬁ|2\/& dids = (6.4.3)
:/Ot/sfp.ﬁ\/gd@dﬁ/ [ewol® /7 4z —l—/poln(po)\/gd:%.
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