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## Preface

The aim of this thesis is to provide background for and commentary to some recent results $[A, B, C, D, E, F, G, H, J, K]$ on cryptography, combinatorics and algebra, covering

- constructions and enumeration of finite semifields,
- resolution of several problems regarding highly nonlinear functions,
- classification results for cryptographic permutations in polynomial and rational function form, and
- development of very efficient algorithms for solving the cryptographically important discrete logarithm problem on finite fields providing record computation instances,
all by developing novel techniques for projective polynomials over finite fields. These results have appeared in the publications listed below.
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## A note on publications

The list of publications is divided into two categories. The thesis is mostly based on the main publications but we also use some results and explanations from the supplementary publications. Although large portions of the following is written exclusively for this thesis we also incorporate text from our publications.

## Contributions

In this thesis, we provide commentary to publications which have the following contributions to four areas in the conjunction of algebra, combinatorics and cryptography.
(i) Finite semifields: $[\mathrm{A}, \mathrm{K}]$ We give a prolific family of semifields which leads to the solution of the major enumeration problem on commutative semifields. Deciding whether the number of non-isotopic commutative semifields of odd order $p^{n}$ is not bounded by a polynomial in $n$ has been described (by Pott in [128], the most recent survey on the topic) as "the main problem in connection with commutative semifields." The family introduced in [A] solves precisely this problem by giving an exponential number of pairwise non-isotopic semifields.

The even characteristic case (commutative and general) was proved by Kantor and Williams [85, 89] two decades ago (where the numbers are super-polynomial in the order) who posed the problem of providing similar results for the odd characteristic. We were able to improve the odd characteristic bound for the general (i.e., not necessarily commutative) case, however the improvement here is not as dramatic as the commutative case. The following table reflects the situation before and after our contributions.

|  | commutative | general |
| :---: | :---: | :---: |
| before | $\approx n^{2}$ | $\approx\left(p^{n}\right)^{1 / 2}$ |
| after | $\approx\left(p^{n}\right)^{1 / 4}$ | $\approx\left(p^{n}\right)^{2 / 3}$ |

TABLE 1. Known number of pairwise non-isotopic semifields of odd order $p^{n}$

We have actually developed a method to decide the isotopy problem for a large class of (biprojective) semifields which addresses another remark by Kantor and Williams [89].
(ii) Discrete logarithm problem: [F, G, J] We provide very efficient algorithms that solve the discrete logarithm problem on the multiplicative group of a finite field. These algorithms were then employed to break two records [58, 59] for computing discrete logarithms in largest order finite fields. We also give the rigorous analysis of one of these algorithms [G] whose running time is quasi-polynomial in the bitsize of the order. The publication $[\mathrm{F}]$ has been awarded the prestigious best paper award at CRYPTO - 2013, one of the leading conferences in cryptography.
(iii) Highly nonlinear functions: $[\mathrm{B}, \mathrm{C}, \mathrm{E}, \mathrm{H}]$ We deliver a rather comprehensive study of biprojective almost perfect nonlinear (APN) functions. This includes introducing biprojectivity [B], discovery of three new infinite families of APN functions that are nontrivial hybrids of Gold functions, one of which contains an exponential number of inequivalent members $[\mathrm{B}, \mathrm{C}]$, as well as classifying $(q, q)$-biprojective APN functions $[\mathbb{E}]$, giving a method to check equivalences of (biprojective) APN functions theoretically [C], and showing that Gold and Kasami functions are not equivalent to permutations on certain extensions [H].
All of these are natural problems on nonlinear functions some of which have been explicitly stated as interesting problems in the literature. We completely solve in $[\mathbb{E}]$, for instance, the open problem listed by Carlet [29, Section 3.7] in a recent survey on "open problems on nonlinearity."
(iv) Cryptographic permutations: [D] We fully classify fractional $q$-projective and $(q, q)$-biprojective permutations. This result single-handedly covers, generalizes and proves the open problems of many recent publications [139, 138, 111, 110, 114, $137,97,143,113]$.

## Contributions in context

Many combinatorially and/or cryptographically interesting objects over a finite field $\mathbb{F}_{p^{n}}$ arise from quadratic (in the sense of algebraic degree) monomials from $\mathbb{F}_{p^{n}}[X]$. Most such objects have been identified in the literature. Usually they produce the first example of an interesting definition. Naturally, generalizations of such objects are sought after. When $n$ is composite, subfield structures can be employed to achieve this goal. In this thesis we define biprojectivity to identify a natural generalization of quadratic monomials when $n$ is even. A biprojective function is a pair of bivariate functions each of which is a homogeneous function with polynomial degrees $p^{i}+1, p^{j}+1$ and algebraic degrees 2 . Although some such generalizations have been identified in the literature, a thorough analysis has not been done. In the literature, exclusively, the cases when one bivariate function is chosen as a simple one such as $(x, y) \mapsto x y^{p^{i}}$ were considered which allows for techniques dating back to Dickson. In this thesis, general (and
complicated) choices for bivariate functions are analyzed and novel techniques are introduced. Our definitions and techniques make rather full use of the underlying structure (e.g., groups $\Gamma \mathrm{L}\left(2, p^{n / 2}\right), \mathrm{GL}\left(2, p^{n / 2}\right)$ and $\left.\mathrm{PGL}\left(2, p^{n / 2}\right)\right)$ and are natural but non-trivial.

## Organization of the thesis

Part 1 of this thesis is organized as follows.
(i) We start in Chapter 1 by introducing projective and biprojective polynomials. Most important for us throughout the thesis is the zeroes of projective polynomials which is the subject of this chapter as well as actions of the general linear and projective general linear groups. The reader is advised to skip most of this chapter (after definitions of projective and biprojective polynomials) in the first reading until it is referred to.
(ii) Chapter 2 through Chapter 7 are devoted to the background on finite semifields. First, the semifields and their properties are introduced in Chapter 2. Chapter 3 is devoted to the connection between cryptographic highly nonlinear functions and finite semifields where biprojective functions are put in the context of vectorial functions using the two notions of degree (polynomial and algebraic) we use throughout the thesis. Chapter 4 is a survey on known constructions of semifields. Chapter 5 lists the known bounds on the number of pairwise non-isotopic semifields. Chapter 6 puts our construction from [A] in context and shows how it can be viewed as a natural generalization of Albert's twisted fields. Chapter 7 gives a survey on biprojective representations of known semifields. Finally, Chapter 8 contains detailed commentary to our contribution [A].
(iii) Chapters 9 and 10 are devoted to the background for almost perfect nonlinear (APN) functions and permutations. The lengthy introduction for semifields is also helpful for APN functions as they are (in a sense) binary analogues of commutative semifields in odd characteristic. In Problem 10.8 of Chapter 10 we introduce five problems, all of which are solved in five subsequent chapters which provides commentary to [H, D, E, B, C].
(iv) Chapter 16 contains its own introduction as it explains the discrete logarithm problem (DLP) which is not directly related to finite semifields or highly nonlinear functions. This chapter relies heavily on projective polynomials as well. A commentary to [F, G] is provided.

In Part 2 of the thesis, we simply reprint the papers to which we provide commentary.
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## Part 1

Commentary

## CHAPTER 1

## Projective and biprojective polynomials

The overarching topic of this thesis is projective polynomials over finite fields.
Let $\mathbb{L}=\mathbb{F}_{p^{l}}$ be a finite field and $q=p^{k}$ with $0 \leq k<l$. A polynomial of the form

$$
\begin{equation*}
\phi_{f}(x)=a x^{q+1}+b x^{q}+c x+d \in \mathbb{L}[x] \tag{1}
\end{equation*}
$$

is called a $q$-projective polynomial over $\mathbb{L}$. We will extensively use the following bivariate version. A polynomial of the form

$$
f(x, y)=a x^{q+1}+b x^{q} y+c x y^{q}+d y^{q+1} \in \mathbb{L}[x, y]
$$

is called a $q$-biprojective polynomial over $\mathbb{L}$. Note that

$$
\phi_{f}(x)=f(x, 1) .
$$

We will use the shorthand notation

$$
f=(a, b, c, d)_{q}
$$

to refer to both types of polynomials for simplicity and when the context is clear. Our main interest is in cryptographic functions of the following forms:

- $(q, r)$-biprojective functions of the form:

$$
\begin{aligned}
F: \mathbb{L} \times \mathbb{L} & \rightarrow \mathbb{L} \times \mathbb{L} \\
(x, y) & \mapsto(f(x, y), g(x, y)),
\end{aligned}
$$

where $f$ and $g$ are $q$ - and $r$-biprojective polynomials, and

- fractional $q$-projective functions of the form

$$
\begin{aligned}
\Pi: \mathcal{P}^{1}(\mathbb{L}) & \rightarrow \mathcal{P}^{1}(\mathbb{L}) \\
x & \mapsto \frac{\phi_{f}(x)}{\phi_{g}(x)},
\end{aligned}
$$

where $\phi_{f}$ and $\phi_{g}$ are $q$-projective polynomials. Note that we assume $\phi_{f}(x)=0=\phi_{g}(x)$ does not happen for $x \in \mathbb{L}$.

Remark 1.1. We will allow $k=0$, that is to say, $q=1$ in our definition. In this case, one of $b, c$ in the notation is superfluous. However, we will set $b=0$ and continue using it.

## 1. Origins

To the best of our knowledge, the first reference to the name "projective polynomials" is by Abhyankar [2] in 1997. Let $q=p^{k}$ with $k>0$ and $K$ be a field containing $\mathbb{F}_{q}$. Abhyankar showed that the Galois group $\operatorname{Gal}(F, K(x))$ of

$$
F(y)=y^{\left(q^{t}-1\right) /(q-1)}+y+x
$$

for $t>1$ is $\operatorname{PGL}(t, q)$, and named such polynomials projective. Abhyankar [1, p. 131] ascribes the proof for $t=2$ to Serre, for which we have $\left(q^{2}-1\right) /(q-1)=q+1$. Hughes and Kleinfeld
[71] and Knuth [101] had already used these polynomials in 1960s (see Chapter 4 and Remark 7.2) for constructing semifields without using the name "projective polynomial."

Bluher [18] studied polynomials of the form

$$
x^{q+1}+e x^{q}+a x+b \in \mathbb{L}[x]
$$

where $e a \neq b$ and $a \neq e^{q}$, and determined the numbers and locations of zeroes of such polynomials over finite fields. We refer to Bluher's results extensively overall the thesis. In this thesis, our applications require to address all such polynomials without exceptions. Thus, we slightly extend the definition as given in this section.
In the following, we will first derive the possible numbers of $\mathbb{L}$-zeroes of projective polynomials over finite fields (which was essentially done by Bluher in [18]). In our extended definition, when $a=0$ in Eq. (1), the projective polynomials reduce to affine or even constant polynomials. We will first address this case. For the rest of this chapter we will assume $0<k<l$.

## 2. Zeroes of some affine polynomials, the trace map and Hilbert's Theorem 90

Let $\mathbb{L}$ be the finite field with $p^{l}$ elements, $q=p^{k}$ for $0<k<l$ and let $\mathbb{D} \subset \mathbb{L}$ be a finite field of order $p^{\delta}$ with $\delta=\operatorname{gcd}(k, l)$. The trace map is defined as

$$
\operatorname{tr}_{\mathbb{L} / \mathbb{D}}(x)=\sum_{j=0}^{l / \delta-1} x^{\left(p^{\delta}\right)^{j}} .
$$

When $\mathbb{D}=\mathbb{F}_{p}$ then we simply write

$$
\operatorname{tr}(x)=\operatorname{tr}_{\mathbb{L} / \mathbb{F}_{p}}(x) .
$$

The following is the finite fields version of Hilbert's Theorem 90.
Lemma 1.2 (Hilbert's Theorem 90). Let $\operatorname{gcd}(j, l)=1$ and $a \in \mathbb{L}$. Then $\operatorname{tr}_{\mathbb{L} / \mathbb{D}}(a)=0$ if and only if $a=x^{\left(p^{\delta}\right)^{j}}-x$ for some $x \in \mathbb{L}$.

The $\mathbb{D}$-linear vector-space endomorphisms of $\mathbb{L}$ can be written as

$$
L(x)=\sum_{j=0}^{l / \delta-1} a_{j} x^{\left(p^{\delta}\right)^{j}}, \quad a_{j} \in \mathbb{L}
$$

and are called $\mathbb{D}$-linearized polynomials. Determining kernels of such endomorphisms in $\mathbb{L}$, especially of the form $L(x)=a x^{q}-b x$ and the zeroes of its translates $L(x)+c$, is important for this thesis. This can simply be done by observing

$$
L(r)=a r^{q}-b r=0
$$

for some nonzero $r \in \mathbb{L}^{\times}$if and only if $r^{q-1}=b / a$. In that case $L(r x) / r b=x^{q}-x$.
Then one can deduce that the $\mathbb{L}$-zeroes of $L$ are 0 and $\epsilon r$ for $\epsilon \in \mathbb{D}^{\times}$if such $r$ exists. Then the case $L(x)+c$ can be handled using Hilbert's Theorem 90. The following lemma is relevant and will be needed overall the thesis.

Lemma 1.3. For a prime $p$,
(i) $\operatorname{gcd}\left(p^{k}-1, p^{l}-1\right)=p^{\operatorname{gcd}(k, l)}-1$.
(ii)

$$
\operatorname{gcd}\left(p^{k}+1, p^{l}-1\right)= \begin{cases}1 & \text { if } \frac{l}{\operatorname{gcd}(k, l)} \text { is odd, and } p=2 \\ 2 & \text { if } \frac{l}{\operatorname{gcd}(k, l)} \text { is odd, and } p \text { is odd } \\ p^{\operatorname{gcd}(k, l)}+1 & \text { if } \frac{l}{\operatorname{gcd}(k, l)} \text { is even }\end{cases}
$$

Before considering the zeroes of projective polynomials, we should first explain the natural actions on projective, biprojective and fractional projective polynomials and functions.

## 3. Actions of $G L(2, \mathbb{L})$ and $\operatorname{PGL}(2, \mathbb{L})$

In this section we outline the basics of several actions of $\operatorname{GL}(2, \mathbb{L})$ and $\operatorname{PGL}(2, \mathbb{L})$ on biprojective and projective functions/polynomials. Let

$$
\mathcal{V}_{q, \mathbb{L}}=\left\{(a, b, c, d)_{q}: a, b, c, d \in \mathbb{L}\right\}
$$

be the set of all $q$-biprojective polynomials. Let $f, g \in \mathcal{V}_{q, \mathbb{L}}$ be two $q$-biprojective polynomials and

$$
\begin{aligned}
F: \mathbb{L} \times \mathbb{L} & \rightarrow \mathbb{L} \times \mathbb{L} \\
(x, y) & \mapsto(f(x, y), g(x, y))
\end{aligned}
$$

be the associated $(q, q)$-biprojective function. Define $\mathcal{F}_{q, \mathbb{L}}$ to be the set of all $(q, q)$-biprojective functions, i.e.,

$$
\mathcal{F}_{q, \mathbb{L}}=\mathcal{V}_{q, \mathbb{L}} \times \mathcal{V}_{q, \mathbb{L}}
$$

Let $\mathfrak{L}(\mathbb{L})$ be the group of all non-singular $\mathbb{L}$-linear transformations of $\mathbb{L} \times \mathbb{L}$, i.e.,

$$
\mathrm{GL}(2, \mathbb{L}) \cong \mathfrak{L}(\mathbb{L})=\{(x, y) \mapsto(t x+u y, v x+w y): t, u, v, w \in \mathbb{L} \mid t w-u v \neq 0\}
$$

We are mainly interested in the standard action of $\mathrm{GL}(2, \mathbb{L}) \times \mathrm{GL}(2, \mathbb{L})$ on $(q, q)$-biprojective functions $F \in \mathcal{F}_{q, \mathbb{L}}$. That is

$$
F_{1}(x, y)=\left(L_{1} \circ F \circ L_{2}\right)(x, y)
$$

This action defines an equivalence relation which we denote by $F_{1} \approx_{\mathfrak{L}} F$. Define also the action of the group $\mathbb{L}^{\times} \times \operatorname{GL}(2, \mathbb{L})$ on $q$-biprojective polynomials $f \in \mathcal{V}_{q, \mathbb{L}}$ where $\mathbb{L}^{\times}<\operatorname{GL}(2, \mathbb{L})$ acts on $f$ by scaling, and the action of $\mathrm{GL}(2, \mathbb{L})$ is the usual right action, i.e.,

$$
\begin{aligned}
f_{1}(x, y) & =\alpha(f \circ L(x, y)), \\
& =\alpha\left(a(t x+u y)^{q+1}+b(t x+u y)^{q}(v x+w y)+c(t x+u y)(v x+w y)^{q}+d(v x+w y)^{q+1}\right),
\end{aligned}
$$

where $(\alpha, L) \in \mathbb{L}^{\times} \times \operatorname{GL}(2, \mathbb{L})$. In this case we say that $f \sim_{\mathfrak{L}} f_{1}$.
Set $\phi_{f}(x)=f(x, 1)$ so that $\phi_{f}$ is the corresponding $q$-projective polynomial. The projective version of the above action on the bivariate $q$-projective polynomial $f$, on the univariate $q$ projective polynomial $\phi_{f}$ can be given using the fractional linear (Möbius) transformations over the finite field $\mathbb{L}$, i.e.,

$$
\operatorname{PGL}(2, \mathbb{L}) \cong \mathfrak{M}(\mathbb{L})=\left\{x \mapsto \frac{t x+u}{v x+w}: t, u, v, w \in \mathbb{L} \mid t w-u v \neq 0\right\} .
$$

Now, define the action

$$
\phi_{f_{1}}(x)=\alpha(v x+w)^{q+1}\left(\phi_{f} \circ \mu(x)\right),
$$

for $(\alpha, \mu) \in \mathbb{L}^{\times} \times \operatorname{PGL}(2, \mathbb{L})$ and $\mu: x \mapsto \frac{t x+u}{v x+w}$. One addresses the zero of the denominator $(v x+w)$ by introducing $\infty=\beta / 0$ for all $\beta \in \mathbb{L}^{\times}$. We define $\mathcal{P}^{1}(\mathbb{L})=\mathbb{L} \cup\{\infty\}$. By defining
$\mu(\infty)=t / v$, we see that all $\mu \in \mathfrak{M}(\mathbb{L})$ permutes $\mathcal{P}^{1}(\mathbb{L})$. Note that we view the action as

$$
\phi_{f_{1}}(x)=\alpha\left(a(t x+u)^{q+1}+b(t x+u)^{q}(v x+w)+c(t x+u)(v x+w)^{q}+d(v x+w)^{q+1}\right)
$$

so that $\phi_{f_{1}}$ is a ( $q$-projective) polynomial over $\mathbb{L}$ and we do not have to deal with $\infty$ (but we will do that later, since it is helpful). We write $\phi_{f} \sim_{\mathfrak{M}} \phi_{f_{1}}$. The following lemma is straightforward.

Lemma 1.4. We have $f \sim_{\mathfrak{Z}} f_{1}$ if and only if $\phi_{f} \sim_{\mathfrak{M}} \phi_{f_{1}}$.
We will not use $\phi_{f}$ to refer to univariate $q$-projective version of $f$ and instead use $f$ for both univariate and bivariate functions and polynomials. We will also use $\mathcal{V}_{q, \mathbb{L}}$ as the ambient space of both types of functions/polynomials.

## 4. Zeroes of projective polynomials

Let

$$
f(x)=a x^{q+1}+b x^{q}+c x+d \in \mathbb{L}[x]
$$

be a nonzero $q$-projective polynomial. If $a=0$, then $f$ is an affine polynomial and the set of $\mathbb{L}$-zeroes of $f$, i.e.,

$$
Z_{f}^{\prime}=\{x \in \mathbb{L}: f(x)=0\}
$$

satisfies $\left|Z_{f}^{\prime}\right| \in\left\{0,1, p^{\delta}\right\}$. To see that, first observe that scaling, i.e., $f \mapsto \alpha f$ for $\alpha \in \mathbb{L}^{\times}$, the translations $f(x) \mapsto f(x+\beta)$ for $\beta \in \mathbb{L}$ and the dilations $f(x) \mapsto f(\gamma x)$ for $\gamma \in \mathbb{L}^{\times}$keep the number of $\mathbb{L}$-zeroes of $f$ invariant. Then we have only a few options to consider:

- $f=1$
has no $\mathbb{L}$-zeroes - degenerate case (together with the omitted case $f=0$ ).
- $f \in\left\{x, x^{q}\right\}$
has one $\mathbb{L}$-zero.
- $f=x^{q}-c x-d$ where $c \neq 0$.

We have

- if $c=A^{q-1} \in\left(\mathbb{L}^{\times}\right)^{q-1}$, then $f$ has
$* p^{\delta} \mathbb{L}$-zeroes if $\operatorname{tr}_{\mathbb{L} / \mathbb{D}}\left(d / A^{q}\right)=0$, and
* no $\mathbb{L}$-zeroes if $\operatorname{tr}_{\mathbb{L} / \mathbb{D}}\left(d / A^{q}\right) \neq 0$; or
- one $\mathbb{L}$-zero if $c \notin\left(\mathbb{L}^{\times}\right)^{q-1}$,
by Hilbert's Theorem 90.
Now assume $a \neq 0$. We will show that $\left|Z_{f}^{\prime}\right| \in\left\{0,1,2, p^{\delta}+1\right\}$. Assume $f$ has at least one $\mathbb{L}$-zero $r \in Z_{f}^{\prime}$. Now consider

$$
f_{1}(x)=f(x+r)=a x^{q+1}+b^{\prime} x^{q}+c^{\prime} x .
$$

The reciprocal $f_{2}(x)=x^{q+1} f_{1}(1 / x)$ is

$$
f_{2}(x)=a+b^{\prime} x+c^{\prime} x^{q}
$$

where $\operatorname{deg} f_{2}<q+1$. Now $f_{2}$ has one fewer $\mathbb{L}$-zeroes than $f_{1}$ (since we punctured the zero of $f_{1}$ at 0 ) and thus we have

$$
\left|Z_{f_{2}}^{\prime}\right|+1=\left|Z_{f_{1}}^{\prime}\right|=\left|Z_{f}^{\prime}\right| \in\left\{1,2, p^{\delta}+1\right\} .
$$

When $f$ has no $\mathbb{L}$-zeroes, it can be seen that translations, dilations, reciprocation and scaling cannot make the first and last coefficient zero. Therefore, in general case (including $f$ has no
$\mathbb{L}$-zeroes),

$$
\left|Z_{f}^{\prime}\right| \in\left\{0,1,2, p^{\delta}+1\right\} .
$$

These observations, together with the fact that $\operatorname{PGL}(2, \mathbb{L})$ is generated by translations, dilations and inversion (for which the corresponding action is reciprocation) [140], motivates us to ascribe $f(\infty)=0$ if and only if $\operatorname{deg} f<q+1$ so that $\sim_{\mathfrak{M}}$ preserves the number of roots in $\mathcal{P}^{1}(\mathbb{L})$. Now we can define

Definition 1.5. The $\mathbb{P}^{1}(\mathbb{L})$-zeroes of a $q$-projective polynomial $f$ is defined as

$$
Z_{f}=\left\{x \in \mathcal{P}^{1}(\mathbb{L}): f(x)=0\right\}
$$

where we define $f(\infty)=0$ if and only if $\operatorname{deg} f<q+1$.
Thus we have
Lemma 1.6. Let $f \neq 0$ be a $q$-projective polynomial. Then,
(i) $\left|Z_{f}\right|$ is invariant under $\sim_{\mathfrak{M}}$, and
(ii) $\left|Z_{f}\right| \in\left\{0,1,2, p^{\delta}+1\right\}$.

REMARK 1.7. A more rigorous proof of the lemma can be found in [E, Lemma 3.3].
When $q=1$ (i.e., $k=\delta=0$ ); Eq. (1) becomes quadratic, and the above lemma follows almost trivially. The case is therefore omitted in our treatment.

## 5. Group actions

For $(q, r)$-biprojective functions $(f, g)$ where $q \neq r$, the left application of $\mathrm{GL}(2, \mathbb{L})$ does not work as a group action, i.e., $a f+b g$ is not in general $q$-biprojective. However, scaling both components is a group action of $\left(\mathbb{L}^{\times} \times \mathbb{L}^{\times}\right) \leq \mathrm{GL}(2, \mathbb{L})$ on $(q, r)$-biprojective functions.
Table 2 summarizes the notions of equivalence on projective and biprojective functions where $[\mathbb{F}: \mathbb{L}]=2$.

| $\phi_{f}$ | $q$-projective | $\sim_{\mathfrak{M}}$ | $\mathbb{L}^{\times} \times \operatorname{PGL}(2, \mathbb{L})$ | scaling $\times$ <br> right application of $\mu \in \operatorname{PGL}(2, \mathbb{L})$ |
| :---: | :---: | :---: | :---: | :---: |
| $f$ | $q$-biprojective | $\sim_{\mathfrak{L}}$ | $\mathbb{L}^{\times} \times \mathrm{GL}(2, \mathbb{L})$ | scaling $\times$ <br> right application of $M \in \mathrm{GL}(2, \mathbb{L})$ |
| $(f, g)$ | $(q, r)$-biprojective |  | $\left(\mathbb{L}^{\times} \times \mathbb{L}^{\times}\right) \times \mathrm{GL}(2, \mathbb{L})$ | scaling on $f$ and $g \times$ <br> right application of $M \in \mathrm{GL}(2, \mathbb{L})$ |
| $(f, g)$ | $(q, q)$-biprojective | $\approx_{\mathfrak{L}}$ | $\mathrm{GL}(2, \mathbb{L}) \times \mathrm{GL}(2, \mathbb{L})$ | left application of $L \in \mathrm{GL}(2, \mathbb{L}) \times$ <br> right application of $M \in \mathrm{GL}(2, \mathbb{L})$ |
| $F$ | vectorial | $\approx_{\mathrm{GL}(\mathbb{F})}$ | $\mathrm{GL}(\mathbb{F}) \times \mathrm{GL}(\mathbb{F})$ | left application of $L \in \mathrm{GL}(\mathbb{F}) \times$ <br> right application of $M \in \mathrm{GL}(\mathbb{F})$ |

TABLE 2. Notions of equivalence regarding projective and biprojective functions

REmARK 1.8 (The semilinear group). The semi-linear group $\Gamma \mathrm{L}(2, \mathbb{L})=\operatorname{Gal}\left(\mathbb{L} / \mathbb{F}_{p}\right) \ltimes \operatorname{GL}(2, \mathbb{L})$ comprising semi-linear mappings of type $(x, y) \mapsto\left(a x^{q}+b y^{q}, c x^{q}+d y^{q}\right)$ where $q \in \operatorname{Gal}\left(\mathbb{L} / \mathbb{F}_{p}\right)$ and $a, b, c, d \in \mathbb{L}$ satisfying $a d-b c \neq 0$, is important in our treatment $\left(\Gamma \mathrm{L}\left(k, \mathbb{F}_{p^{n / k}}\right)\right.$ is defined similarly). We usually separate the actions of $G L(2, \mathbb{L})$ and the Galois group to simplify the presentation. In principle they can be combined by simple modifications.

## 6. Bluher's enumeration results

The specific projective polynomial (originally considered by Abhyankar)

$$
P_{b}(x)=x^{q+1}+x+b \in \mathbb{L}[x]
$$

is rather important. Bluher counted the number of those $b \in \mathbb{L}$ for which $P_{b}$ has $j \mathbb{L}$-zeroes, where $j \in\left\{0,1,2, p^{\delta}+1\right\}$. Recall that $q=p^{k}, \delta=\operatorname{gcd}(k, l)$ and $\mathbb{L}=\mathbb{F}_{p^{l}}$.

Theorem 1.9 ([18, Theorem 5.6.]). Let $N_{j}(p, l)$ denote the number of polynomials $P_{b}(x)=$ $x^{q+1}+x+b$ with $b \in \mathbb{L}$ such that $P_{b}$ has $j \mathbb{L}$-zeroes. Then

$$
\begin{aligned}
N_{0}(p, l) & = \begin{cases}\frac{p^{l+\delta}-p^{\delta}}{2\left(p^{\delta}+1\right)} & \text { if } l / \delta \text { is even, } \\
\frac{p^{l+\delta}-1}{2\left(p^{\delta}+1\right)} & \text { if } p \text { is odd and } l / \delta \text { is odd, } \\
\frac{p^{l+\delta}+p^{\delta}}{2\left(p^{\delta}+1\right)} & \text { if } p \text { is even and } l / \delta \text { is odd. } .\end{cases} \\
N_{1}(p, l) & =p^{l-\delta} . \\
N_{2}(p, l) & = \begin{cases}\frac{p^{l+\delta}-2 p^{l}-2 p^{\delta}+3}{2\left(p^{\delta}-1\right)} & \text { if } p \text { is odd and } l / \delta \text { is odd }, \\
\frac{\left(p^{\left.p^{\delta}-2\right)\left(p^{l}-1\right)}\right.}{2\left(p^{\delta}-1\right)} & \text { otherwise. } .\end{cases} \\
N_{p^{\delta}+1}(p, l) & = \begin{cases}\frac{p^{l-\delta}-p^{\delta}}{p^{2 \delta}-1} & \text { if } l / \delta \text { is even }, \\
\frac{p^{l-\delta}-1}{p^{2 \delta}-1} & \text { if } l / \delta \text { is odd. } .\end{cases}
\end{aligned}
$$

## 7. Some references on projective polynomials

For background on finite fields we refer to [115] and the handbook [121]. Some papers that are related to the Galois theory of projective polynomials are [1, 2, 3, 32]. Bluher's paper [18] is a major source on the zeroes of projective polynomials. Many papers of Dillon and Dobbertin (also with other co-authors) are on important combinatorial applications of projective polynomials $[45,46,52,51]$. Irreducible polynomials arising from projective polynomials and/or using the (above) natural action of PGL are addressed in [35, 56, 134, 62]. Many recent publications address zeroes of projective polynomials [19, 119, 141, 94, 95, 96, 68, 69].

We note that there are many more references on projective polynomials cited throughout the thesis that are in connection with the subject matter such as semifields, APN functions and the discrete logarithm problem.

## 8. Notation

The following remark is on the Big- $\mathcal{O}$ notation.
Remark 1.10. We write (cf. [63, Chapter 9]),

$$
\begin{aligned}
f(n)=\mathcal{O}(g(n)) & \text { if } \exists c>0 \text { and } n_{0} \geq 1 \text { such that } f(n) \leq c g(n) \text { for all } n \geq n_{0} \\
f(n)=\Omega(g(n)) & \text { if } \exists c>0 \text { and } n_{0} \geq 1 \text { such that } f(n) \geq c g(n) \text { for all } n \geq n_{0} \\
f(n)=\Theta(g(n)) & \text { if } f(n)=\mathcal{O}(g(n)) \text { and } f(n)=\Omega(g(n)), \\
f(n)=o(g(n)) & \text { if } \lim _{n \rightarrow \infty} f(n) / g(n)=0, \\
f(n)=\omega(g(n)) & \text { if } \lim _{n \rightarrow \infty} f(n) / g(n)=\infty \\
f(n) \sim g(n) & \text { if } \lim _{n \rightarrow \infty} f(n) / g(n)=1 .
\end{aligned}
$$

## CHAPTER 2

## Finite semifields

A finite semifield $\mathbb{S}=(S,+, \circ)$ is a finite set $S$ equipped with two operations $(+, \circ)$ satisfying the following axioms.
(S1) $(S,+)$ is a group.
(S2) For all $x, y, z \in S$,

- $x \circ(y+z)=x \circ y+x \circ z$,
- $(x+y) \circ z=x \circ z+y \circ z$.
(S3) For all $x, y \in S, x \circ y=0$ implies $x=0$ or $y=0$.
(S4) There exists $\epsilon \in S$ such that $x \circ \epsilon=x=\epsilon \circ x$.
In this thesis, we are only interested in finite semifields. Henceforth, when we say a semifield we will mean a finite semifield.


## 1. Preliminaries on semifields

- An algebraic object satisfying the first three of the above axioms is called a presemifield.
- If $\mathbb{P}=(P,+, \circ)$ is a pre-semifield, then $(P,+)$ is an elementary abelian $p$-group [101, p. 185], and $(P,+)$ can be viewed as an $n$-dimensional $\mathbb{F}_{p}$-vector space $\mathbb{F}_{p}^{n}$. The prime $p$ is called the characteristic of the pre-semifield.
- If $\circ$ is associative then $\mathbb{S}$ is the finite field $\mathbb{F}_{p^{n}}$ by Wedderburn's theorem.
- By a result of Menichetti (known as Kaplansky's conjecture [120]) when $n>2$, there exist proper semifields of odd order $p^{n}$ where $\circ$ is non-associative. There are no proper semifields of order $2^{3}$. For $n>3$, there exists proper semifields of order $2^{n}$ [101].
- A pre-semifield $\mathbb{P}=\left(\mathbb{F}_{p}^{n},+, \circ\right)$ can be converted to a semifield $\mathbb{S}=\left(\mathbb{F}_{p}^{n},+, *\right)$ using Kaplansky's trick by defining the new multiplication as

$$
(x \circ e) *(e \circ y)=(x \circ y),
$$

for any nonzero element $e \in \mathbb{F}_{p}^{n}$, making $(e \circ e)$ the multiplicative identity of $\mathbb{S}$.

- A pre-semifield is an $\mathbb{F}_{p}$-algebra, thus the multiplication is bilinear. Therefore we have $\mathbb{F}_{p}$-bilinear $B: \mathbb{F}_{p}^{n} \times \mathbb{F}_{p}^{n} \rightarrow \mathbb{F}_{p}^{n}$, satisfying

$$
B(x, y)=x \circ y
$$

and $\mathbb{F}_{p}$-linear left and right multiplications $L_{x}, R_{y}: \mathbb{F}_{p}^{n} \rightarrow \mathbb{F}_{p}^{n}$, with

$$
L_{x}(y):=B(x, y)=: R_{y}(x) .
$$

The mapping $L_{x}$ (resp. $R_{y}$ ) is a bijection whenever $x \neq 0$ (resp. $y \neq 0$ ) by (S3). Thus,

$$
R_{e}(x) * L_{e}(y)=x \circ y
$$

## 2. Isotopy

Two pre-semifields $\mathbb{P}_{1}=\left(\mathbb{F}_{p}^{n},+, \circ_{1}\right)$ and $\mathbb{P}_{2}=\left(\mathbb{F}_{p}^{n},+, \circ_{2}\right)$ are said to be isotopic if there exist $\mathbb{F}_{p}$-linear bijections $L, M$ and $N$ of $\mathbb{F}_{p}^{n}$ satisfying

$$
N\left(x \circ_{1} y\right)=L(x) \circ_{2} M(y)
$$

Such a triple $\gamma=(N, L, M)$ is called an isotopism between $\mathbb{P}_{1}$ and $\mathbb{P}_{2}$. If additionally $L=M$ holds, we call $\gamma$ a strong isotopism and $\mathbb{P}_{1}$ and $\mathbb{P}_{2}$ strongly isotopic. Isotopisms between a pre-semifield $\mathbb{P}$ and itself are called autotopisms. Thus the pre-semifield $\mathbb{P}$ and the corresponding semifield $\mathbb{S}$ constructed by Kaplansky's trick are isotopic and even strongly isotopic if $\mathbb{P}$ is commutative. Isotopy of pre-semifields is an equivalence relation and the isotopism class of a pre-semifield $\mathbb{P}$ is denoted by $[\mathbb{P}]$.

## 3. Nuclei

Associative substructures of a semifield $\mathbb{S}=\left(\mathbb{F}_{p}^{n},+, *\right)$, namely the left, middle and right nuclei, are defined as follows:

$$
\begin{aligned}
\mathbb{N}_{l}(\mathbb{S}) & :=\{x \in \mathbb{S}:(x * y) * z=x *(y * z), \forall y, z \in \mathbb{S}\} \\
\mathbb{N}_{m}(\mathbb{S}) & :=\{y \in \mathbb{S}:(x * y) * z=x *(y * z), \forall x, z \in \mathbb{S}\} \\
\mathbb{N}_{r}(\mathbb{S}) & :=\{z \in \mathbb{S}:(x * y) * z=x *(y * z), \forall x, y \in \mathbb{S}\}
\end{aligned}
$$

Intersection of the nuclei is denoted by $\mathbb{N}(\mathbb{S})$. Also relevant is the associative-commutative center of a semifield:

$$
C(\mathbb{S})=\{x \in \mathbb{N}(\mathbb{S}): x y=y x, \forall y \in \mathbb{S}\}
$$

- It is easy to check that $\mathbb{N}_{l}(\mathbb{S}), \mathbb{N}_{m}(\mathbb{S}), \mathbb{N}_{r}(\mathbb{S}), \mathbb{N}(\mathbb{S}), C(\mathbb{S}) \subseteq \mathbb{F}_{p^{n}}$ are finite fields and if $\mathbb{S}$ is commutative then $\mathbb{N}_{l}(\mathbb{S})=\mathbb{N}_{r}(\mathbb{S})$.
- Nuclei are isotopy invariants for semifields.
- The above definitions of nuclei do not apply directly to pre-semifields that are not semifields. However, since every pre-semifield $\mathbb{P} \in[\mathbb{S}]$ for some semifield $\mathbb{S}$, the nuclei can be thought to extend to pre-semifields. Thus, when we speak of the nuclei of a pre-semifield $\mathbb{P}$ we mean the nuclei of an isotopic semifield $\mathbb{S}$.
- A semifield $\mathbb{S}$ is a $C(\mathbb{S})$-algebra as well as a left vector space over $\mathbb{N}_{l}(\mathbb{S})$, a right vector space over $\mathbb{N}_{r}(\mathbb{S})$, a left and right vector space over $\mathbb{N}_{m}(\mathbb{S})$.


## 4. Connections to geometry and coding theory

Semifields coordinatize projective planes that are called semifield planes and different semifields coordinatize isomorphic planes if and only if they are isotopic ([6], see [101, Section 3] for a detailed treatment).
Semifields are equivalent to maximum rank distance codes with certain parameters (see for instance [133]) and can be used to construct relative difference sets (see [129]).

## 5. Pre-semifields, bilinear maps and Dembowski-Ostrom polynomials

Let $\operatorname{End}\left(\mathbb{F}_{p}^{n}\right)$ denote the $\mathbb{F}_{p}$-linear endomorphisms of the vector space $\mathbb{F}_{p}^{n}$. Every $\mathbb{F}_{p}$-linear mapping $L \in \operatorname{End}\left(\mathbb{F}_{p}^{n}\right)$ can be written uniquely as an $\mathbb{F}_{p}$-linearized polynomial

$$
L(x)=\sum_{i=0}^{n-1} b_{i} x^{p^{i}},
$$

in the polynomial ring $\mathbb{F}_{p^{n}}[x] /\left(x^{p^{n}}-x\right)$. We will not make distinction between mappings and the polynomials. Consider the polynomials of the form

$$
F(x)=\sum_{0 \leq i \leq j<n} a_{i j} x^{p^{i}+p^{j}}
$$

These polynomials are called Dembowski-Ostrom (DO) polynomials. Note that in characteristic two, some authors prefer $i<j$ on the indices to avoid linear terms. The polarization of a DO polynomial $F$ is defined as

$$
\Delta_{F}(x, y)=F(x+y)-F(x)-F(y)+F(0) .
$$

The mapping $\Delta_{F}: \mathbb{F}_{p^{n}} \times \mathbb{F}_{p^{n}} \rightarrow \mathbb{F}_{p^{n}}$ is symmetric and $\mathbb{F}_{p^{-} \text {-bilinear. Moreover, every symmetric }}$ $\mathbb{F}_{p}$-bilinear mapping is the polarization of a DO polynomial if and only if $p$ is odd.
Dembowski and Ostrom showed that if $\Delta_{F}(x, y)=0$ implies $x=0$ or $y=0$ for all $x, y \in \mathbb{F}_{p^{n}}$, then $\Delta_{F}(x, y)$ describes a commutative pre-semifield multiplication [41]. Conversely, by a counting argument, every commutative pre-semifield multiplication can be written as $\Delta_{F}(x, y)$ for some DO polynomial $F$ when $p$ is odd [39]. In that case, we call $F$ a planar DO polynomial/mapping.
Remark 2.1. When $p=2$, the fact that $x \mapsto x^{2^{i}+2^{i}}$ are Galois automorphishms of $\mathbb{F}_{2^{n}}$ introduces a fundamental problem: The terms $(x y)^{2^{i}}$ cannot appear in the polarization of a DO polynomial. Moreover, $\Delta_{F}(x, x)=0$ for all $x \in \mathbb{F}_{2^{n}}$ and one cannot describe a pre-semifield multiplication via polarization of a DO polynomial.

Strong isotopy between pre-semifields can be recognized also in the corresponding planar DO polynomials:
Theorem 2.2. [38, Theorem 3.5.] Let $F, G \in \mathbb{F}_{p^{n}}[x]$ be planar DO polynomials and $\mathbb{P}_{1}, \mathbb{P}_{2}$ be the corresponding pre-semifields. Then $\mathbb{P}_{1}$ and $\mathbb{P}_{2}$ are strongly isotopic via an isotopism $\gamma=(N, L, L)$ if and only if $F=N G L^{-1}$.

Consequently, we say that two planar DO polynomials $F, G$ are linearly equivalent if bijective linear mappings $L_{1}, L_{2}$ exist such that $F=L_{1} G L_{2}$ and write $F \approx_{G L\left(\mathbb{F}_{p^{n}}\right)} G$. Note that this type of equivalence is the most general equivalence known to preserve the planarity of a DO polynomial, see [105].
Coulter and Henderson [38, Theorem 2.6] showed that the isotopy class of a commutative presemifield contains at most two strong isotopy classes.
Remark 2.3. For a DO polynomial $F$, the value $F(0)$ vanishes, therefore the definition of the polarization seem to have a superfluous term. However, the definition is for more general quadratic polynomials where the term $F(0)$ is necessary. The polarization of a DO polynomial $F$ is identical to the polarization of the quadratic polynomial $F+L+c$ where $L \in \mathbb{F}_{p^{n}}[x]$ is an $\mathbb{F}_{p}$-linearized polynomial and $c \in \mathbb{F}_{p^{n}}$ a constant.

We refer the reader to surveys $[108,86,37]$ for more on finite semifields.

## CHAPTER 3

## Commutative semifields and cryptography: Perfect nonlinear functions

In cryptography, vectorial functions $F: \mathbb{F}_{p}^{n} \rightarrow \mathbb{F}_{p}^{n}$ are employed (as $S$-Boxes) to introduce nonlinearity to the cipher as explained by Shannon using the notion confusion [132]. In symmetric cryptography, a well-known method to attack such a cipher is the so-called differential cryptanalysis, introduced by Biham and Shamir [16].
Let for $a, b \in \mathbb{F}_{p}^{n}$, where $a \neq 0$,

$$
\delta_{F}(a, b)=\#\left\{x \in \mathbb{F}_{p}^{n}: F(x+a)-F(x)=b\right\} .
$$

If for carefully chosen $a_{i}, b_{i}$ the value $\delta_{F}\left(a_{i}, b_{i}\right)$ are all high, one can devise a cryptanalysis of a cipher where the S-Box $F$ is used in several consecutive rounds, which is a common practice in symmetric cryptography under the names SPN (substitution/permutation networks) and Feistel structures [99]. Therefore, to get a mathematical criterion for suitability of vectorial functions for cryptography (arising from the differential cryptanalysis), one defines differential uniformity of $F$ as

$$
\delta_{F}=\max \left\{\delta_{F}(a, b): a, b \in \mathbb{F}_{p}^{n}, a \neq 0\right\} .
$$

Now,

- if $p$ is odd, then $\delta_{F} \geq 1$; and if the equality holds, then the function $F$ is called perfect nonlinear (PN); and
- if $p=2$, then $\delta_{F} \geq 2$; and if the equality holds, then the function $F$ is called almost perfect nonlinear (APN).

Remark 3.1. This is yet another crucial difference between even and odd characteristics introduced by the fact that $x+x=0$ for all $x \in \mathbb{F}_{2^{n}}$.

## 1. Representations of vectorial functions

Let $n=m k$. Then one can consider the vector space $\mathbb{F}_{p}^{n}$ as a $k$-dimensional $\mathbb{F}_{p^{m}}$-vector space. Thus, for all possible factorizations of $n=m k$, we can represent the function $F$ in equivalent but different representations in the polynomial rings

$$
\mathbb{F}_{p^{m}}\left[x_{1}, \ldots, x_{k}\right] /\left(x_{1}^{p^{m}}-x_{1}, \ldots, x_{k}^{p^{m}}-x_{k}\right),
$$

written as

$$
F\left(x_{1}, \ldots, x_{k}\right)=\sum_{0 \leq i_{1}, \ldots, i_{k} \leq p^{m}-1} a_{i_{1}, \ldots, i_{k}} x_{1}^{i_{1}} \cdots x_{k}^{i_{k}}, \quad a_{i_{1}, \ldots, i_{k}} \in \mathbb{F}_{p^{m}}^{k} .
$$

It is easy to see by Lagrange interpolation that every vectorial function $F$ can uniquely be represented in every such representation. We view $F: \mathbb{F}_{p}^{n} \rightarrow \mathbb{F}_{p}^{n}$ to be composed of $k$ parts $F=\left(f_{1}, f_{2}, \ldots, f_{k}\right)$, where each $f_{i}: \mathbb{F}_{p}^{n} \rightarrow \mathbb{F}_{p}^{m}$ are also vectorial functions.

## 2. Algebraic degree

These representations induce a natural definition of algebraic degree (equal for every representation of $F$ for every suitable $m$ and $k$ ) as

$$
\operatorname{deg} F=\max \left\{\sum_{j=1}^{k} \mathrm{wt}_{p}\left(i_{j}\right): a_{i_{1}, \ldots, i_{k}} \neq(0,0, \ldots, 0)\right\}
$$

where $\operatorname{wt}_{p}\left(i_{j}\right)=\sum_{l=1}^{m} i_{j_{l}}$. Note that $0 \leq \operatorname{deg} F \leq n(p-1)$. We speak of univariate $(k=1)$, bivariate $(k=2)$, and multivariate $(k>1)$ representations of $F$.

REMARK 3.2. - The DO polynomials of the previous chapter are quadratic vectorial functions with no linear or constant term in their univariate representations.

- Also, (the geometric naming) planarity of the previous chapter corresponds to (the cryptographic naming) perfect nonlinearity defined in this chapter by simply observing the correspondence between differential uniformity and polarizations of vectorial functions.


## 3. Polynomial degree

Another natural notion of degree, the so-called polynomial degree is defined by

$$
\operatorname{pdeg}_{k} F=\max \left\{\sum_{j=1}^{k} i_{j}: a_{i_{1}, \ldots, i_{k}} \neq(0,0, \ldots, 0)\right\}
$$

For distinct factorizations $n=m_{1} k_{1}$ and $n=m_{2} k_{2}$, the polynomial degrees $\operatorname{pdeg}_{k_{1}} F$ and $\operatorname{pdeg}_{k_{2}} F$ are not necessarily the same. Thus, for the applications explored in this thesis, the algebraic degree is regarded more important.

## 4. Biprojective functions

The $(q, r)$-biprojective functions $F=\left(f_{1}, f_{2}\right)$ of Chapter 1 that are central to this thesis are quadratic (in the sense of algebraic degree) vectorial functions in bivariate representation $F(x, y)=\left(f_{1}(x, y), f_{2}(x, y)\right)$ where both $f_{1}$ and $f_{2}$ are homogeneous (in the sense of polynomial degree) of homogeneity degrees $q+1$ and $r+1$ respectively.

## 5. Uni- and multiprojective functions

It is straightforward to generalize the concept to $k$-multiprojectivity for every possible factorization $n=k m$. A $k$-multiprojective vectorial function $F$ is a quadratic (in the sense of algebraic degree) function in $k$-variate representation $F=\left(f_{1}, \ldots, f_{k}\right)$, where all $f_{i}$ are homogeneous (in the sense of polynomial degree) of homogeneity degrees $q_{i}+1$, where $q_{i}=p^{j_{i}}$ for some $0 \leq j_{i}<m$ for $1 \leq i \leq k$.
Thus, the quadratic monomial maps $x \mapsto x^{p^{i}+1}$ are uniprojective, covering all quadratic monomials under composition of Galois automorphisms. On the other extreme, every quadratic vectorial function that is homogeneous in the $n$-variate representation can be thought of as an $n$-multiprojective vectorial function with homogeneity degrees $(2,2, \ldots, 2)$.

## CHAPTER 4

## Classical methods for finding new commutative semifields

As we have seen, finding pre-semifields of order $p^{n}$ is equivalent to finding bilinear mappings $B: \mathbb{F}_{p^{n}} \times \mathbb{F}_{p^{n}} \rightarrow \mathbb{F}_{p^{n}}$ satisfying

$$
B(X, U)=0 \Longleftrightarrow X U=0
$$

Since any bilinear mapping can be written as

$$
B(X, U)=\sum_{0 \leq i, j<n} A_{i j} X^{p^{i}} U^{p^{j}}, \quad A_{i j} \in \mathbb{F}_{p^{n}}
$$

it is natural to consider first the simplest bilinear mappings that have few terms in this representation.

For commutative pre-semifields of order $p^{n}$ when $p$ is odd (as explained in previous chapters), one can consider DO polynomials

$$
F(X)=\sum_{0 \leq i, j<n} B_{i j} X^{p^{i}+p^{j}}, \quad B_{i j} \in \mathbb{F}_{p^{n}}
$$

and try to identify planar mappings among them in increasing complexity, i.e., monomials, binomials, and so on.

## 1. Bilinear maps that correspond to pre-semifield multiplication

Let us try to give a picture on (commutative) pre-semifields with increasing complexity. In the commutative case, these correspond to planar DO polynomials in increasing complexity.
1.1. Monomials (Finite fields). Obviously, the monomial bilinear mappings

$$
B(X, U)=A X^{q} U^{r}
$$

describe pre-semifields (via $X * U=B(X, U)$ ) that are isotopic to finite fields where $q, r$ are $\mathbb{F}_{p^{n} \text {-automorphisms }}$ and $A \in \mathbb{F}_{p^{n}}^{\times}$. The simplest commutative semifield is, of course, the finite field whose multiplication is given by the simplest bilinear mapping $B(X, U)=X U$ and it corresponds to the polarization of the planar DO polynomial

$$
F(X)=\frac{1}{2} X^{2}
$$

1.2. Binomials (Albert's generalized twisted fields). Any binomial can be written up to isotopy

$$
B(X, U)=A X U-X^{q} U^{r}
$$

and describes a pre-semifield if and only if

$$
A \notin\left(\mathbb{F}_{p^{n}}^{\times}\right)^{q-1}\left(\mathbb{F}_{p^{n}}^{\times}\right)^{r-1}
$$

These were found by Albert [7] and are called generalized twisted fields. The original family of Albert, which is named twisted fields, requires $q=r$. Albert showed that the generalized
twisted fields that are isotopic to a commutative semifield are isotopic to the twisted field

$$
B(X, U)=X^{q} U+X U^{q}
$$

when $n / \operatorname{gcd}(k, n)$ is odd where $q=p^{k}$ (cf. [85, Proposition 5.3 (i)]). In this case the corresponding planar DO polynomial whose polarization gives a commutative twisted field is

$$
F(X)=X^{q+1}
$$

We denote the family of commutative twisted fields of Albert by Family $\mathcal{A}$.
1.3. Tri- and multinomials. The natural approach that is used to classify the above cases does not seem to work for larger number of terms. Indeed, the only known (to the best of our knowledge) instance of trinomial pre-semifields not isotopic to finite fields or generalized twisted fields are isotopic to the pre-semifield described by the bilinear map

$$
B(X, U)=X^{81} U^{9}+X^{9} U^{81}-X U
$$

over $\mathbb{F}_{3^{5}} \times \mathbb{F}_{3^{5}}$.
1.4. More complex planar mappings. Polarizations of monomial DO mappings are either monomial or binomial bilinear mappings. One can next consider binomial DO mappings which always give polarizations that have up to four terms. Zha, Kyureghyan and Wang (Family $\mathcal{Z K W}$ ) [146] and Bierbrauer (Families $\mathcal{B}_{3}$ and $\mathcal{B}_{4}$ ) [13] gave new commmutative semifields from binomial DO mappings. Budaghyan and Helleseth (Family $\mathcal{B H}$ ) [21] gave a new family of commutative semifields from multinomial planar functions, which was discovered independently by Zha and Wang [147] whose corresponding planar function is a trinomial.

## 2. The bivariate method of Dickson and others

To construct a semifield of order $p^{n}$ where $p$ is odd and $n=2 m$ is even, one can consider a quadratic polynomial $F$ in bivariate representation

$$
F(x, y)=(f(x, y), g(x, y)) .
$$

To show that $F$ is planar, one has to show that the polarization of $F$ has only nontrivial zeroes. In the bivariate method, this corresponds to solving

$$
\begin{aligned}
& \Delta_{f}((x, y),(u, v))=f(x+u, y+v)-f(x, y)-f(u, v)+f(0,0)=0 \\
& \Delta_{g}((x, y),(u, v))=g(x+u, y+v)-g(x, y)-g(u, v)+f(0,0)=0
\end{aligned}
$$

simultaneously. If one chooses $f$ to be the simplest nontrivial function (i.e., that involves both variables) $f(x, y)=x y$, that is to say the finite field multiplication, the first polarization becomes

$$
\Delta_{f}((x, y),(u, v))=x v+u y=0
$$

which in turn gives $x=-u y / v$ for nonzero $v$. Thus, one can plug this into the second polarization to eliminate $x$ and possibly solve the problem for judicious choices of $g$. In fact, starting with Dickson in 1935, many new semifields have been found using this method and by considering different $g$, again in increasing complexity. The family of Dickson (Family $\mathcal{D}$ ) [43] and the family of Zhou and Pott (Family $\mathcal{Z P}$ ) [148] as well as Bierbrauer's (not necessarily commutative) family [14] that includes $\mathcal{B H} / \mathcal{Z W}$ can be seen as examples to this method.

Remark 4.1. Extending the method to the non-commutative case is rather straightforward: Choose again the same left-part multiplication (or a similarly simple one), and then choose some right-part (not necessarily symmetric) bilinear multiplication (that is, not necessarily induced
by the polarization of a quadratic polynomial in the bivariate representation). That is to say, define a multiplication by

$$
(x, y) *(u, v)=(x v+u y, \mu((x, y),(u, v)))
$$

where $\mu$ is bilinear on $(x, y)$ and $(u, v)$. There are many such constructions in the literature which includes Hughes and Kleinfeld [71], Knuth [101], Bierbrauer [14] and Taniguchi [136].

## 3. Bivariate method and weak nucleus semifields

Knuth [101] explored a generalization of Family $\mathcal{D}$ by introducing the notion of a weak nucleus. In fact, Knuth's families mentioned above fall into this setting. A weak nucleus $\mathbb{W}$ of a semifield $\mathbb{S}=\left(\mathbb{W}^{n},+, *\right)$ is a finite field for which $(x * y) * z=x *(y * z)$ whenever any two of $x, y, z \in \mathbb{S}$ are in $\mathbb{W}$. Ganley [55] and Cohen and Ganley [36] explored (commutative) semifields that are two dimensional over a weak nucleus. In this special case they show that the semifield multiplication $(x, y) *(u, v)$ can be written as

$$
(x, y) *(u, v)=(\mu(x, u)+x v+u y, \nu(x, u)+y v),
$$

where $\mu, \nu$ are bilinear. Simple cases lead to Dickson semifields $\mathcal{D}$ and the finite field. Investigating more complicated choices for $\mu, \nu$, they discovered two new families of commutative semifields: Family $\mathcal{G}$ and Family $\mathcal{C G}$. This method also leads to non-commutative semifields including the families found by Hughes and Kleinfeld [71] and Knuth [101] as it is a generalization of these semifields.

## 4. Squared permutation polynomials

For a vectorial function $F$ in odd characteristic such that $F(0)=0$, we say that $F$ is two-toone, if for every $x \in \mathbb{F}_{p^{n}}^{\times}, F(x)=F(y)$ for exactly two $y \in \mathbb{F}_{p^{n}}^{\times}$and $F(x) \neq 0$ for all $x \in \mathbb{F}_{p^{n}}^{\times}$. For a DO polynomial $F$ this is equivalent to saying $|\operatorname{Im}(F)|=\left(p^{n}+1\right) / 2$ since $F(x)=F(-x)$ for all $x \in \mathbb{F}_{p^{n}}^{\times}$.
Weng and Zeng proved [142] a strong sufficient condition on planar DO polynomials. Namely, they proved: If a DO polynomial $F$ is two-to-one, then $F$ is planar. The converse is also true as shown by Kyureghyan and Pott [105]. Thus, a possible way to produce commutative semifields is to find a permutation polynomial $P$ with $P(0)=0$ such that $P\left(x^{2}\right)$ is a DO polynomial. Indeed, some Dickson polynomials (cf. [121, Section 8.1.8]) satisfy this property:

$$
D_{5}^{+}(x)=x^{5}+x^{3}-x \text { and } D_{5}^{-}(x)=x^{5}-x^{3}-x,
$$

over $\mathbb{F}_{3^{n}}$ where $n$ is odd (i.e., $10=3^{2}+1,6=3+3$ and $2=1+1$, hence $D_{5}^{ \pm}\left(x^{2}\right)$ is a DO polynomial). The corresponding semifields are $\mathcal{C M}$ and $\mathcal{D} \mathcal{Y}$ and found by Coulter and Matthews [39] and Ding and Yuan [47] respectively.

## 5. Methods in characteristic two

To the best of our knowledge there are only two families of commutative semifields in characteristic two. Both are based on trace maps and Kantor's family generalizes the Knuth family.

- Knuth observed [100] that the multiplication

$$
X * Y=X Y+\left(\operatorname{tr}_{\mathbb{F} / \mathbb{K}}(X) Y+\operatorname{tr}_{\mathbb{F} / \mathbb{K}}(Y) X\right)^{2}
$$

describes a commmutative pre-semifield $\mathbb{P}=(\mathbb{F},+, *)$ where $\mathbb{F}=\mathbb{F}_{2^{k m}}, \mathbb{K}=\mathbb{F}_{2^{k}}$ with odd $m>1$.

- Kantor [85] showed (under the same conditions on $m$ ) that

$$
X * Y=X Y+\left(X \sum_{i=1}^{n} \operatorname{tr}_{\mathbb{F} / \mathbb{F}^{(i)}}\left(\zeta_{i} Y\right)+Y \sum_{i=1}^{n} \operatorname{tr}_{\mathbb{F} / \mathbb{F}^{(i)}}\left(\zeta_{i} X\right)\right)^{2}
$$

where

$$
\mathbb{F} \supset \mathbb{F}^{(1)} \supset \cdots \supset \mathbb{F}^{(n)} \supseteq \mathbb{K}
$$

is a commutative pre-semifield $\mathbb{P}=(\mathbb{F},+, *)$ where $\zeta_{i} \in \mathbb{F}^{\times}$are arbitrary and $n \geq 1$.
Kantor's pre-semifields are commutative versions of the symplectic pre-semifields of the KantorWilliams construction [89]. Neither method seems generalizable to the odd characteristic case. The converse observation is also worth noting: no odd characteristic family of (proper) commutative pre-semifields seems to have analogues in the binary case.

## CHAPTER 5

## Enumeration results for finite semifields

In this chapter, we list the known results on the number of non-isotopic commutative and noncommutative semifields of odd and even orders and show how our results sit in the context of the state of the art.

## 1. Commutative semifields in the odd characteristic

Two decades ago, Kantor [85, Section 5] wrote a survey that listed the exact numbers of non-isotopic commutative semifields of odd order $p^{n}$ for the known families at the time. The listed families were $\mathcal{A}, \mathcal{C M}, \mathcal{D}, \mathcal{C G}, \mathcal{G}$, along with the sporadic example of Penttila and Williams [126]. These numbers as well as the references where the enumeration is done are listed in Tables 3 and 4. The total number of pairwise non-isotopic semifields arise from these families add up to less than $n$. Since then, several new families have been found. These are $\mathcal{Z K W}, \mathcal{D} \mathcal{Y}, \mathcal{B H} / \mathcal{Z W}, \mathcal{Z P}, \mathcal{B}_{3}, \mathcal{B}_{4}$, excluding our new family $\mathcal{S}$. Apart from $\mathcal{Z P}$, the known number of non-isotopic commutative semifields in these families are (sub)linear in $n$. The number of non-isotopic commutative semifields Family $\mathcal{Z} \mathcal{P}$ provides is quadratic in $n$. Therefore, before our family, (letting $N_{p^{n}}$ be the number of pairwise non-isotopic commutative semifields of odd order $p^{n}$ ) the lower bound on the number was as follows:

$$
N_{p^{n}} \geq \frac{n(\sigma(n)-1)}{8}+c n
$$

when $\nu_{2}(n) \geq 1$ and $c$ a constant where $\nu_{2}(n)$ denotes the 2 -adic valuation of $n$ (i.e., $2^{\nu_{2}(n)} \mid n$ and $\left.2^{\nu_{2}(n)+1} \nmid n\right)$ and $\sigma(n)$ denotes the odd part of an integer $n$ (i.e., $\sigma(n)=n / 2^{\nu_{2}(n)}$ ).
Improving this number to an exponential level was considered a major open problem. In fact, Pott noted [128]:

Deciding whether the number of nonisotopic (commutative) semifield[s] can be bounded by a polynomial in $n$ [is] the main problem in connection with commutative semifields of [odd] order $p^{n}$.

The main enumeration result we give in Chapter 3, after Family $\mathcal{S}$, is exponential in $n$,

$$
N_{p^{n}} \geq \frac{(\sigma(n)-1)\left(p^{n / 4}-1\right)}{2 n},
$$

when $\nu_{2}(n) \geq 2$; and solves this problem.

## 2. Commutative semifields in the even characteristic

For a long time until 1965 when Knuth [100] provided the first family, there were no known (proper) commutative semifield of even order whereas families of Dickson and Albert providing proper commutative semifields of odd order had been in existence for decades. The situation took a dramatic turn in 2003 with Kantor's family [85] that arose from the symplectic semifield family of Kantor and Williams [89]. While there were only a linear number (in $n$ ) of known
non-isotopic commutative semifields in the odd characteristic, the number of known non-isotopic commutative semifields in the even characteristic became super-polynomial (i.e., not bounded by a polynomial) in $q=p^{n}$.
The number of non-isotopic commutative semifields of even order arising from the family of Kantor [85] is:

$$
N_{2^{k m}} \geq \frac{2^{k m(\rho(m)-1)}}{k^{2} m^{4}}
$$

when $m>1$ is odd and $m$ is not a power of 3 , where we denote by $\rho(m)$ the number of prime factors of $m$ counting multiplicities.

Kantor [85, p. 112] noted that the disparity between the numbers in the odd (polynomial in $n$ ) and in the even (super-polynomial in $q$ ) characteristic cases is a major problem:

The main problem concerning commutative semifields is that there are too few of them known. [...] However, the results of the present paper now indicate a major problem in the opposite direction, since now there are many different semifield planes known in characteristic 2 but not so many in odd characteristic.

Also, Kantor and Williams [89] remarked:
Finally, we come to the most important problem: much larger numbers of semifield planes are needed in all characteristics. The difficulty is the nonisomorphism question for planes, which is harder than that for the semifields themselves. Isotopies are notoriously difficult to deal with. [...] What is needed is a better and more general approach to proving nonisotopy. A simple way is to compare the kernels of two semifields, or to compare various nuclei [40, p. 237]. However, these are very weak invariants, and by themselves appear to be unable to produce as many as $m$ nonisomorphic planes of order $q^{m}$ for prime $q$ and large $m$.

The isotopy method we establish for biprojective semifields in Chapter 2, which is key to our enumeration results, addresses this important remark of Kantor and Williams.

## 3. The non-commutative case

In the odd characteristic case, there are several constructions that give similar amount of pairwise non-isotopic semifields that are not necessarily commutative.
3.1. Generalized twisted fields. The number of generalized twisted fields of order $p^{n}$ is at best $\Theta\left(p^{n / 3}\right)$ and in general $\Theta\left(p^{s}\right)$, where $s$ satisfies $s \mid n$ and $s<n / 2$ as given in [130, Corollary 27], which uses results on the automorphishms of generalized twisted fields by Biliotti, Jha and Johnson [17].
3.2. Cyclic semifields and semifields from skew polynomial rings. Johnson, Marino, Polverino and Trombetti showed [74] that the cyclic semifields found by Jha and Johnson [73] (generalizing the work of Sandler [131]) contains at least

$$
\frac{q^{d}-T}{h d(q-1)}
$$

semifields of order $q^{2 d}$ where $T$ is the number of elements contained in a proper subfield of $\mathbb{F}_{q^{d}}$ and $q=p^{h}$. Lavrauw and Sheekey [107] slightly improving the upper bound of Kantor and Liebler [88], showed that the upper bound is

$$
\frac{q^{d}-T}{d}
$$

Therefore, the number is at best $\Theta\left(p^{n / 2}\right)$.
3.3. HMO construction. Hiramine, Matsumoto and Oyama [70] gave a construction (HMO) of semifields of order $q^{4}$ from semifields of order $q^{2}$. Kantor [87] showed that the number of pairwise non-isotopic HMO semifields of order $q^{4}$ is at least $q^{2} / 4 p e^{2}$ where $q=p^{e}$.

Therefore the known number of pairwise non-isotopic semifields of order $p^{n}$ arising from HMO construction is $\Omega\left(p^{n / 2}\right)$.

Remark 5.1. Kantor gives an elementary upper bound that is quite larger than the lower bound [87, Theorem 1.6], while still polynomial in the order. But the aim of Kantor is to show that the number is not super-polynomial in the order $q=p^{n}$ and therefore the bound is not necessarily tight.

Remark 5.2 (The number of pairwise non-isomorphic translation planes). Recall that semifields coordinatize projective planes that are called semifield planes. If we relax exactly one of the distributivity axioms (S2) of the semifield, we get an algebraic object called a quasifield. Quasifields coordinatize projective planes that are called translation planes ([67], see also [72] for types of projective planes and algebraic objects coordinatizing them). Therefore, semifield planes are translation planes. It is natural to ask enumeration questions about translation planes. We remark that the HMO construction is actually for translation planes. In fact, Kantor shows [87, Theorem 1.5 (ii)], the number of pairwise non-isomorphic HMO (translation) planes of order $q^{4}$ is exponential in the order.
3.4. The even characteristic case. In the even characteristic case, the Kantor-Williams family is the main source (enumeration-wise) of pairwise non-isotopic semifields. Therefore the number of commutative and general semifields do not differ substantially.
3.5. Taniguchi semifields. We show in Chapter 5 and $[\mathbb{K}$, Theorem 5] that the number of pairwise non-isotopic Taniguchi semifields of order $p^{n}$ is at least

$$
p^{\frac{n}{2}+s},
$$

where $s$ is the largest divisor of $n / 2$ such that $s<n / 4$. Therefore, for $n=6 s$ the number is $\Theta\left(p^{2 n / 3}\right)$ which makes the Taniguchi family the largest known family of non-commutative semifields of odd order.

## CHAPTER 6

## Biprojective method: Generalizing Albert's twisted fields

Let us first recall our setting. Let $n=2 m, p$ be odd and $\mathbb{M}=\mathbb{F}_{p^{m}}$. We define

$$
\mathcal{V}_{q, \mathbb{M}}=\left\{(a, b, c, d)_{q}: a, b, c, d \in \mathbb{M}\right\},
$$

for $q=p^{k}$ for an integer $0 \leq k<m$, recalling that by $\left(a_{0}, b_{0}, c_{0}, d_{0}\right)_{q}$ we mean the $q$-biprojective function $f: \mathbb{M} \times \mathbb{M} \rightarrow \mathbb{M}$,

$$
f:(x, y) \mapsto a_{0} x^{q+1}+b_{0} x^{q} y+c_{0} x y^{q}+d_{0} y^{q+1} .
$$

A ( $q, r$ )-biprojective function $F: \mathbb{M} \times \mathbb{M} \rightarrow \mathbb{M} \times \mathbb{M}, F:(x, y) \mapsto(f(x, y), g(x, y))$ belongs to

$$
F \in \mathcal{V}_{q, \mathbb{M}} \times \mathcal{V}_{r, \mathbb{M}},
$$

where $r=p^{l}$ for an integer $0 \leq l<m$ and

$$
g:(x, y) \mapsto a_{1} x^{r+1}+b_{1} x^{r} y+c_{1} x y^{r}+d_{1} y^{r+1} .
$$

As mentioned before, a $(q, r)$-biprojective function $F=(f, g)$ is a quadratic (in the sense of algebraic degree) vectorial function in bivariate notation, whose components $f$ and $g$ are homogeneous with homogeneity degrees (in the sense of polynomial degree) $q+1$ and $r+1$ respectively. In this view, biprojective functions generalize quadratic monomials (uniprojective functions) in univariate notation.

We will now try to give the intuition behind pursuing biprojective functions in search for new semifields.

## 1. The number of required permutations is low

Let us first consider polarizations of quadratic monomials in univariate notation (i.e., Albert's twisted fields) which we generalize. These are $F(X)=X^{q+1}$ (for $q=p^{k}$ ) and their polarizations are

$$
\Delta_{F}(X, U)=X^{q} U+X U^{q}=0,
$$

for which we try to show that there are no nontrivial zeroes. It is immediate to see

$$
X^{q-1}=(-1) U^{q-1}
$$

implies, whenever $-1 \notin\left(\mathbb{F}_{p^{n}}^{\times}\right)^{q-1}$ we have pre-semifields. However, we will show a slightly more difficult proof to make our point. For every $U \in \mathbb{F}_{p^{n}}^{\times}$, apply $X \mapsto X U$ to get

$$
U^{q+1}\left(X^{q}+X\right)=0
$$

This means that proving bijectivity of one linear mappping is enough. In this case, this mapping is described by $X \mapsto \Delta_{F}(X, 1)=X^{q}+X$. Note that, for an arbitrary vectorial function, the number of required bijective linear mappings is $\left|\mathbb{F}_{p^{n}}^{\times} / \mathbb{F}_{p}^{\times}\right|=\left(p^{n}-1\right) /(p-1)$. Now, for a $(q, r)$ biprojective function over $\mathbb{M} \times \mathbb{M}$, it is easy to show that checking polarizations for

$$
\mathcal{P}^{1}(\mathbb{M})=\{(0,1)\} \cup\{(1, v): v \in \mathbb{M}\}
$$

is enough, by applying $\mathbb{M}$-linear transformations on variables. To that end, define

$$
\begin{array}{ll}
\mathrm{D}_{f}^{0}(x, y)=b_{0} x^{q}+c_{0} x+d_{0} y^{q}+d_{0} y, & \mathrm{D}_{f}^{\infty}(x, y)=a_{0} x^{q}+a_{0} x+c_{0} y^{q}+b_{0} y, \\
\mathrm{D}_{g}^{0}(x, y)=b_{1} x^{r}+c_{1} x+d_{1} y^{r}+d_{1} y, & \mathrm{D}_{g}^{\infty}(x, y)=a_{1} x^{r}+a_{1} x+c_{1} y^{r}+b_{1} y
\end{array}
$$

and for $u \in \mathcal{P}^{1}(\mathbb{M}) \backslash\{0, \infty\}$,

$$
\begin{aligned}
& \mathrm{D}_{f}^{u}(x, y)=\left(a_{0} u+b_{0}\right) x^{q}+\left(a_{0} u^{q}+c_{0}\right) x+\left(c_{0} u+d_{0}\right) y^{q}+\left(b_{0} u^{q}+d_{0}\right) y, \\
& \mathrm{D}_{g}^{u}(x, y)=\left(a_{1} u+b_{1}\right) x^{r}+\left(a_{1} u^{r}+c_{1}\right) x+\left(c_{1} u+d_{1}\right) y^{r}+\left(b_{1} u^{r}+d_{1}\right) y .
\end{aligned}
$$

The following lemma was proved in [A, Lemma 3.1].
Lemma 6.1. Let $(x, y) \mapsto F(x, y)=(f(x, y), g(x, y))$ be a $(q, r)$-biprojective mapping of $\mathbb{M} \times \mathbb{M}$. Then $F$ is planar if and only if the pair of equations

$$
\mathrm{D}_{f}^{u}(x, y)=0=\mathrm{D}_{g}^{u}(x, y)
$$

has exactly one solution for each $u \in \mathcal{P}^{1}(\mathbb{M})$.

Proof. We need to show that the polarization $\Delta_{F}((x, y),(u, v))=(x, y) *(u, v)=0$ has a unique zero for each $(u, v) \in \mathbb{M} \times \mathbb{M} \backslash(0,0)$ if and only if $\mathrm{D}_{f}^{w}(x, y)=0=\mathrm{D}_{g}^{w}(x, y)$ has a unique solution for each $w \in \mathcal{P}^{1}(\mathbb{M})$. Inspecting the equations, one immediately sees that the case $v=0$ corresponds to $\mathrm{D}_{f}^{\infty}(x, y)=0=\mathrm{D}_{g}^{\infty}(x, y)$ after applying $x \mapsto x u$ and $y \mapsto y u$. For $v \in \mathbb{M}^{\times}$, apply $x \mapsto x v, y \mapsto y v$ and $u \mapsto u v$ to get the remaining cases $\mathrm{D}_{f}^{w}(x, y)=0=\mathrm{D}_{g}^{w}(x, y)$ for $w \in \mathbb{M}$.

Thus, the number of bijections we need to show becomes $p^{n / 2}+1$. Even though this number is larger than 1 , it is much smaller than $\left(p^{n}-1\right) /(p-1)$. Technically, these numbers correspond to proving bijectivity of polarizations indexed by

- the projective point $\mathcal{P}^{0}\left(\mathbb{F}_{p^{n}}\right)$ for quadratic monomials in univariate notation (uniprojective functions),
- the projective line $\mathcal{P}^{1}\left(\mathbb{F}_{p^{n / 2}}\right)$ for biprojective functions, instead of
- the $(n-1)$-dimensional projective space $\mathcal{P}^{n-1}\left(\mathbb{F}_{p}\right)$ for arbitrary vectorial functions.

This idea can easily be generalized to non-commutative case and also to $k$-multiprojective functions.

## 2. Covers many of the previous constructions

Letting $f$ be the simplest biprojective function that involves both variables, for instance $f=x y^{q}$, one easily sees that many of the commutative semifield families that were introduced in the previous chapter are covered by the ( $q, r$ )-biprojective idea with suitable biprojective choices of $g$. This includes Families $\mathcal{D}, \mathcal{B H} / \mathcal{Z W}, \mathcal{Z P}$ as well as the finite field as shown in the next chapter. Also the Family $\mathcal{A}$ falls into our setting with more complicated choices of $f$ and $g$ while resorting to the simplified setting $q=r$ for the automorphisms. These observations hints the possibility of new families within the ( $q, r$ )-biprojective setting since the arbitrary (and complicated) choices had not been fully analyzed.

Remark 6.2. The biprojective idea is easily generalized to non-commutative semifields. We say that a pre-semifield multiplication is $(q, r)$-biprojective if

$$
(x, y) *(u, v)=(\mu((x, y),(u, v)), \nu((x, y),(u, v)))
$$

where $\mu, \nu$ are bilinear (in $(x, y)$ and $(u, v)$ ) and homogeneous with homogeneity degrees $q+1$ and $r+1$ respectively (i.e., $\mu$ contains monomials from $\left\{x^{q} u, x u^{q}, x^{q} v, x v^{q}, y^{q} u, y u^{q}, y^{q} v, y v^{q}\right\}$ and similarly for $\nu$ where $q$ is replaced with $r$ ).
Many of the non-commutative families including Hughes-Kleinfeld, Knuth, Bierbrauer and Taniguchi fall into the ( $q, r$ )-biprojective setting.

## 3. Autotopisms/Isotopisms within family are "nice"

Biliotti, Jha and Johnson determined the full autotopisms groups of generalized twisted fields (GTF) in [17]. Previous work on autotopisms and isotopisms of GTFs was by Albert who determined solvability of their autotopism groups [5] and gave the exact conditions when two GTFs are isotopic [8] as well as when a GTF is isotopic to a commutative semifield [7]. Purpura determined the exact numbers of pairwise non-isotopic GTFs using these results [130]. Recall that rough numbers were already given in Kantor's survey [85, Section 5].
3.1. Isotopisms of twisted fields (uniprojective GTFs). Consider the special case of GTFs described by homogeneous bilinear pre-semifield multiplications (i.e., the twisted fields), $B_{1}(X, Y)=X^{q} Y+D X Y^{q}$ and $B_{2}(X, Y)=X^{q^{\prime}} Y+E X Y^{q^{\prime}}$ over $\mathbb{F}_{p^{n}}$ where $q$ and $q^{\prime}$ are $\mathbb{F}_{p^{n-}}$ automorphisms such that $1 \notin\left\{q^{2}, q^{\prime 2}\right\}$ and $D, E \in \mathbb{F}_{p^{n}}^{\times}$. Let $B_{1}, B_{2}$ be the multiplications of two isotopic twisted fields. By [17, Theorem 6.1], an isotopism triple $(L, M, N) \in\left(\operatorname{GL}\left(n, \mathbb{F}_{p}\right)\right)^{3}$ mapping $B_{1}$ to $B_{2}$, i.e.,

$$
N\left(B_{1}(X, Y)\right)=B_{2}(L(X), M(Y))
$$

satisfy $(L, M, N) \in \Gamma \mathrm{L}\left(1, \mathbb{F}_{p^{n}}\right)^{3}$ which immediately implies $q$ and $q^{\prime}$ should agree, i.e., $q^{\prime} \in\{q, \bar{q}\}$. Moreover, $(L, M, N)$ satisfies (setting $q=q^{\prime}$ ),

$$
L(X)=A X^{r}, M(Y)=B Y^{r}, \text { and } N(Z)=A^{q} B Z^{r},
$$

where $A, B \in \mathbb{F}_{p^{n}}^{\times}$and $r$ is an $\mathbb{F}_{p^{n}}$-automorphism satisfying $D^{r} / E=(B / A)^{q-1}$. When, $\bar{q}=q^{\prime}$, one has a similar set of requirements.

- This observation immediately gives a method to count pairwise non-isotopic twisted fields that have the specific homogeneous form $B(X, Y)=X^{q} Y+D X Y^{q}$ for multiplication. For every fixed $E \in \mathbb{F}_{p^{n}}^{\times}$one can easily count such $D \in \mathbb{F}_{p^{n}}^{\times}$with $D^{r} / E \in\left(\mathbb{F}_{p^{n}}^{\times}\right)^{q-1}$ which is at most

$$
n\left(p^{n}-1\right) / \operatorname{gcd}\left(p^{k}-1, p^{n}-1\right)=n\left(p^{n}-1\right) /\left(p^{\operatorname{gcd}(k, n)}-1\right) .
$$

This gives the immediate lower bound

$$
\left(p^{\operatorname{gcd}(k, n)}-1\right) / n
$$

on the number of pairwise non-isotopic twisted fields with homogeneous multiplication $B(X, Y)=X^{q} Y+D X Y^{q}$ for a specific $q=p^{k}$. Recall that $q=p^{n / 2}$ is not allowed. Thus, for the largest number of isotopy classes, we choose $\operatorname{gcd}(k, n)=n / 3$ when $n=3 k$.

- Recall that a GTF that is isotopic to a commutative semifield is isotopic to a twisted field with multiplication $B(X, Y)=X^{q} Y+X Y^{q}$ for some $\mathbb{F}_{p^{n}}$-automorphism $q=p^{k}$
such that $n / \operatorname{gcd}(k, n)$ is odd, as proved by Albert ([7], see also [17, Theorem 1.11]). This immediately shows that the number of pairwise non-isotopic commutative twisted fields is precisely $\lfloor(\sigma(n)-1) / 2\rfloor$ where $\sigma(n)$ denotes the odd part of $n$.
3.2. Autotopism groups of uniprojective GTFs. Let, as above, $B(X, Y)=X^{q} Y+$ $D X Y^{q}$ be the multiplication of a twisted field $\mathbb{P}$. One sees immediately that

$$
\mathbb{F}_{p^{n}}^{\times} \cong\left\{\left(N_{A}, L_{A}, M_{A}\right): A \in \mathbb{F}_{p^{n}}^{\times}\right\}
$$

where

$$
L_{A}: X \mapsto A X, \quad M_{A}: Y \mapsto A Y, \quad N_{A}: Z \mapsto A^{q+1} Z
$$

is a subgroup of the autotopism group $\operatorname{Aut}(\mathbb{P})$.
Existence of such large autotopism groups simplifies many combinatorial problems. In fact, group theoretic arguments involving large automorphism/autotopism groups have been employed quite often: for instance, by Yoshiara [145] and by Dempwolff [42] in the context of vectorial functions and also by Biliotti, Jha and Johnson in the very context of GTFs [17, Sections 3 and 6]. Our method in Chapter 2 is inspired by the methods of Dempwolff and Yoshiara.
3.3. Biprojective generalizations. Note that the above ideas will be extended to the biprojective case. Let $\mathbb{P}$ be a pre-semifield of order $p^{n}$ with $(q, r)$-biprojective multiplication. Then

$$
\mathbb{F}_{p^{n / 2}}^{\times} \cong\left\{\left(N_{a}, L_{a}, M_{a}\right): a \in \mathbb{F}_{p^{n / 2}}^{\times}\right\}
$$

where

$$
L_{a}:\left(x_{1}, x_{2}\right) \mapsto\left(a x_{1}, a x_{2}\right), \quad M_{a}:\left(y_{1}, y_{2}\right) \mapsto\left(a y_{1}, a y_{2}\right), \quad N_{a}:\left(z_{1}, z_{2}\right) \mapsto\left(a^{q+1} z_{1}, a^{r+1} z_{2}\right)
$$

is a subgroup of $\operatorname{Aut}(\mathbb{P})$.
It is natural to expect that the role of $\Gamma \mathrm{L}\left(1, \mathbb{F}_{p^{n}}\right)^{3}$ in the uniprojective setting is played by $\Gamma L\left(2, \mathbb{F}_{p^{n / 2}}\right)^{3}$ in the biprojective setting. We will show that a version of this expectation indeed holds under a certain condition. Instead of the result of Albert that shows that every isotopism between uniprojective twisted fields must be of the form $\Gamma L\left(1, \mathbb{F}_{p^{n}}\right)^{3}$, we will prove that if there is an isotopism between two biprojective semifields $\mathbb{P}_{1}, \mathbb{P}_{2}$, then there is an isotopism of the form $\Gamma L\left(2, \mathbb{F}_{p^{n / 2}}\right)^{3}$ under a certain condition (see Chapter 2 for details) which is equivalent in strength when one wants to solve the enumeration problem. Then, the enumeration problem in the biprojective setting is handled via a direct analogy (albeit with considerable complexity) to the uniprojective setting.

REmARK 6.3 (Equivalence of planar functions and isotopy). As explained in Chapter 2, one can consider equivalence of planar functions instead of strong isotopy of commutative pre-semifields. The group actions of $\operatorname{GL}\left(2, \mathbb{F}_{p^{n / 2}}\right) \times \operatorname{GL}\left(2, \mathbb{F}_{p^{n / 2}}\right)$ on $(q, q)$-biprojective functions and $\left(\mathbb{F}_{p^{n / 2}}^{\times} \times\right.$ $\left.\mathbb{F}_{p^{n / 2}}^{\times}\right) \times \mathrm{GL}\left(2, \mathbb{F}_{p^{n / 2}}\right)$ on $(q, r)$-biprojective functions are instrumental in the analysis of such functions partly thanks to the above observations. Note also that in most cases GL and $\Gamma \mathrm{L}$ can be used interchangeably with small adjustments. We usually prefer GL for its simplicity and handle the semi-linearity (Galois automorphisms) separately.

## 4. There are many free spots for field coefficients

Let us go back to the bilinear multiplications of GTFs of order $p^{n}$, i.e., $B(X, Y)=X^{q} Y+D X Y^{r}$. Here we have two options for variation:

- different choices for the field automorphisms $q, r$, and
- different choices for the field coefficient $D$.

Naturally, since there are only a quadratic $\left(n^{2}\right)$ number of field automorphism choices but an exponential $\left(p^{n}\right)$ number of field coefficient choices, the latter is better suited for constructing large families. A simple inspection shows that we have no other choice than $D=1$ and $q=r$ to get a commutative pre-semifield, thus the only variation comes from (up to) $n$ field automorphism choices. For the non-commutative case, there are many possibilities for $D$ (depending on a gcd condition), which indeed gives an exponential count. The disparity between enumeration results for commutative and non-commutative semifields is introduced by this observation.

Biprojective setting supplies many more spots for field coefficients even in the commutative case:

$$
F=\left(\left(a_{0}, b_{0}, c_{0}, d_{0}\right)_{q},\left(a_{1}, b_{1}, c_{1}, d_{1}\right)_{r}\right), \quad a_{i}, b_{i}, c_{i}, d_{i} \in \mathbb{M}, q, r \in \operatorname{Gal}\left(\mathbb{M} / \mathbb{F}_{p}\right)
$$

Let us explain intuitively why the known biprojective constructions were not able to exploit these spots.

- All of the families $\mathbb{F}, \mathcal{D}, \mathcal{Z P}, \mathcal{B H} / \mathcal{Z W}, \mathcal{A}$ contain only one free coefficient (the nonsquare $a$ in Table 3). However, simple isotopisms show that the different choices for the free coefficient cannot produce new semifields. Thus the number of pairwise nonisotopic semifields is only due to the use of distinct field automorphisms and therefore polynomial in $n$.
- For $\mathbb{F}, \mathcal{D}, \mathcal{Z} \mathcal{P}, \mathcal{B H} / \mathcal{Z W}$ families, the simplicity of $(0,0,1,0)_{q}$ allows many isotopisms that stabilize this part, thus limiting the number of pairwise non-isotopic family members. Considering the action of $\mathbb{M} \times G L(2, \mathbb{M})$ on biprojective functions which gives strong isotopy between the corresponding polarizations, we see that $f(x, y)=x y^{q}$ is stabilized by $\left(1 / a b^{q}\right) f(L(x, y))=f(x, y)$ where $L:(x, y) \mapsto(a x, b y)$ with $a, b \in \mathbb{M}^{\times}$. Other more complicated components usually admit smaller stabilizers. The stabilizer for the left part renders many coefficient choices for the right part isotopic to each other.
- Similarly the field automorphisms satisfying $q^{2}=1$ admit more isotopisms limiting again the number of pairwise non-isotopic family members. This is in line with the uniprojective twisted field case. The pre-semifields defined by $X^{q} Y+D X Y^{q}$ are isotopic to the finite field if $q^{2}=1$, thus there is, up to isotopy, only one such semifield.
- If the field automorphisms $q$ and $r$ agree, i.e., $r \in\{q, \bar{q}\}$ as in Family $\mathcal{A}$, the left and right action of $G L(2, \mathbb{M})$ on planar functions supplies many (strong) isotopisms limiting the number of pairwise non-isotopic semifields. If $q$ and $r$ do not agree, the left action is restricted to the scaling of both components (i.e., $\mathbb{M} \times \mathbb{M} \leq G L(2, \mathbb{M})$ ).

Example 6.4 (The Zhou-Pott case). Consider the Family $\mathcal{Z P}$ which produces a quadratic number of pairwise non-isotopic commutative semifields:

$$
F=\left((0,0,1,0)_{r},(1,0,0, a)_{q}\right), \quad a \in \mathbb{M}^{\times} \backslash\left(\mathbb{M}^{\times}\right)^{2}, \text { for certain } q, r \in \operatorname{Gal}\left(\mathbb{M} / \mathbb{F}_{p}\right)
$$

It is obvious that one of the non-zero field coefficients in each component can be assumed to be 1. It is then easy to show that $y \mapsto y b$ and re-scaling left part gives $\left((0,0,1,0)_{r},\left(1,0,0, b^{q+1} a\right)_{q}\right)$. Since $\operatorname{gcd}\left(q+1, p^{m}-1\right)=2$ by the parameter choice and Lemma 1.3, different choices of $a$ are strongly isotopic as shown by Zhou and Pott [148].

Therefore, in order to get a large family, a rather natural heuristic is to try to find biprojective families with

- many nonzero coefficients running freely on large sets,
- field automorphisms that do not agree with each other,
- field automorphisms that are not simple (order larger than two),
- complicated components that do not admit large stabilizers.


## 5. Biprojective point-of-view puts known constructions in perspective

Inspecting Families $\mathcal{D}, \mathcal{B H} / \mathcal{Z W}, \mathcal{Z P}$ and the finite field $\mathbb{F}$, one notices the following remarkable similarity. These families are all of the form which we call finite field type coefficients,

$$
\left((0,0,1,0)_{q},(1,0,0, a)_{r}\right)
$$

for a non-square $a \in \mathbb{M} \backslash \mathbb{M}^{\times}$and

$$
(q, r)= \begin{cases}(1,1) & \text { for finite fields } \\ (q, 1) & \text { for Family } \mathcal{D} \\ (1, r) & \text { for Family } \mathcal{B H} / \mathcal{Z}_{\mathcal{o d d}} \\ (q, r) & \text { for Family } \mathcal{Z P}\end{cases}
$$

for judicious choices of $q$ and $r$. For Albert type coefficients, i.e.,

$$
\left((0,1, b, 0)_{q},(1,0,0, a)_{r}\right)
$$

with select $a, b \in \mathbb{M}^{\times}$, we have

$$
(q, r)= \begin{cases}(1,1) & \text { for finite fields } \\ (q, q) & \text { for Family } \mathcal{A} \\ (1, r) & \text { for Families } \mathcal{Z P} \text { and } \mathcal{B H} / \mathcal{Z} \mathcal{W}_{\text {odd }} \\ (q, 1) & \text { for Family } \mathcal{B H} / \mathcal{Z} \mathcal{W}_{\text {even }}\end{cases}
$$

again for judicious choices of $q$ and $r$ and recalling that $(t, u, v, w)_{1}=(t, 0, u+v, w)_{1}$. Therefore, within these two coefficient sets, the only case that has not been studied is the arbitrary $(q, r)$ case in the more complicated coefficient set of Albert type.

- Family $\mathcal{S}$ (found in [A], explained in Chapter 8 ) is precisely this parameter combination for judicious choices of $a$ and $b$, and $q$ and $r$.
- Family $\mathcal{S}$ explains all pre-semifields with those parameters we were able to observe after a rather extensive computer experiment.
- We note that the field coefficient sets different from the above two cases of the finite field and Albert types, do not seem to give (new) commutative pre-semifields, again relying upon our experiments.


## 6. Systematic analysis is possible via the $\operatorname{PGL}(2, \mathbb{M})$ action on projective polynomials

Finding the parameter sets that give commutative semifields is rather difficult for biprojective semifields. However, using the orbits of the action $\mathbb{M}^{\times} \times \operatorname{PGL}(2, \mathbb{M})$ (see Chapter 3), one can
simplify the analysis. If one finds the orbits of this action on $q$-projective polynomials $\phi_{f}$, then for every $r$-biprojective polynomial $g_{1}$ we have an $r$-biprojective $g_{2}$ such that,

$$
\phi_{f_{1}} \sim_{\mathfrak{M}} \phi_{f_{2}} \Longleftrightarrow f_{1} \sim_{\mathfrak{N}} f_{2} \Longrightarrow\left(f_{1}, g_{1}\right) \approx_{\mathfrak{N}}\left(f_{2}, g_{2}\right)
$$

This means that $\mathbb{P}_{1}$ is strongly isotopic to $\mathbb{P}_{2}$ where $\mathbb{P}_{1}, \mathbb{P}_{2}$ are commutative pre-semifields whose multiplications are polarizations of the ( $q, r$ )-biprojective functions $\left(f_{1}, g_{1}\right)$ and $\left(f_{2}, g_{2}\right)$ respectively. Therefore, concentrating only on orbit representatives in the component $f$ is enough for complete analysis.

This analysis is helpful in both practical (efficiency of computer experiments) and theoretical (classification and/or determining autotopism groups) aspects. We determine the orbits of this action in [C, Lemma 7] for some special cases. In a forthcoming work we do this in full generality. Moreover, using orbit representatives, we provide a classification of $(q, q)$-biprojective APN functions in $[\mathbb{E}]$ (see Chapter 13). Classifications of $(1, q)$ - and $(q, q)$-biprojective commutative semifields are addressed in a forthcoming work.

## 7. New proof methods

When we fix one component to $(0,0,1,0)_{q}$, we have a simple and well-known method to analyze the ( $q, r$ )-biprojective function dating back to Dickson (see Chapter 2). However, for more complicated components that involve more than one non-zero coefficient, there were no known methods available to us. In fact, an important part of the research that constitute this thesis was to find ways to solve this problem. These methods appear in $[\mathrm{A}, \mathrm{B}, \mathrm{C}, \mathrm{D}, \mathrm{E}]$ and are explained throughout the thesis.

## CHAPTER 7

## A survey on biprojective representations of known commutative semifields

In the following, we will show that many known commutative semifields of odd order fall into the ( $q, r$ )-biprojective setting where $\mathbb{M}$ denotes the finite field of order $p^{m}$, with $p$ an odd prime, $q=p^{k}, r=p^{l}$ are automorphishms of $\mathbb{M}$ and $\bar{q}$ denotes the inverse automorphism, i.e., $x^{q \bar{q}}=x$ for $x \in \mathbb{M}$.

## 1. Dickson semifields $\mathcal{D}$

Dickson introduced [43] the commutative semifields $\mathbb{S}=(\mathbb{M} \times \mathbb{M},+, \circ)$ with

$$
(x, y) \circ(u, v)=\left(x u+a y^{q} v^{q}, x v+y u\right)
$$

where $q=p^{k}$ with $0<k<l$ and $a \in \mathbb{M}^{\times} \backslash\left(\mathbb{M}^{\times}\right)^{2}$. Note that the isotopic multiplication

$$
(x, y) *(u, v)=\left(x u+a y v, x v^{\bar{q}}+y^{\bar{q}} u\right)
$$

is $(1, \bar{q})$-biprojective and isotopic to the polarization of the $(1, q)$-biprojective planar mapping

$$
F_{\mathcal{D}}=\left((1,0,0, a)_{1},(0,1,0,0)_{q}\right) .
$$

Different choices of $a \in \mathbb{M}^{\times} \backslash\left(\mathbb{M}^{\times}\right)^{2}$ produce isotopic semifields and there are a total of $\left\lfloor\frac{n}{4}\right\rfloor$ non-isotopic Dickson semifields [85, p. 107].

## 2. Albert's twisted fields $\mathcal{A}$

Albert introduced [7] a family of commutative and noncommutative semifields. The commutative ones may be given as $\mathbb{S}=(\mathbb{F},+, \circ)$ with

$$
X \circ U=X^{q} U+U^{q} X
$$

where $q=p^{k}$ with $0<k<n$ satisfying $n / \operatorname{gcd}(k, n)$ odd. When $\mathbb{F}=\mathbb{M}(\xi)$ with $[\mathbb{F}: \mathbb{M}]=2$, one can write $X=x \xi+y$ with $x, y \in \mathbb{M}$. One can choose $\xi \in \mathbb{F} \backslash \mathbb{M}$ satisfying $\xi^{2}=a \in \mathbb{M}^{\times} \backslash\left(\mathbb{M}^{\times}\right)^{2}$, leading to the multiplication

$$
\begin{aligned}
(x \xi+y) \circ(u \xi+v) & =(x \xi+y)^{q}(u \xi+v)+(u \xi+v)^{q}(x \xi+y) \\
& =\xi^{q+1}\left(x^{q} u+u^{q} x\right)+\xi^{q}\left(x^{q} v+u^{q} y\right)+\xi\left(y^{q} u+v^{q} x\right)+\left(y^{q} v+v^{q} y\right) \\
& =a^{(q+1) / 2}\left(x^{q} u+u^{q} x\right)+a^{(q-1) / 2} \xi\left(x^{q} v+u^{q} y\right)+\xi\left(y^{q} u+v^{q} x\right)+\left(y^{q} v+v^{q} y\right) .
\end{aligned}
$$

Identifying $\xi \mathbb{M}+\mathbb{M}$ with $\mathbb{M} \times \mathbb{M}$, we get

$$
(x, y) \circ(u, v)=\left(a^{(q-1) / 2}\left(x^{q} v+u^{q} y\right)+\left(y^{q} u+v^{q} x\right), \quad a^{(q+1) / 2}\left(x^{q} u+u^{q} x\right)+\left(y^{q} v+v^{q} y\right)\right)
$$

which is $(q, q)$-biprojective and isotopic to the polarization of the $(q, q)$-biprojective planar mapping

$$
F_{\mathcal{A}}=\left(\left(0, a^{(q-1) / 2}, 1,0\right)_{q},\left(a^{(q+1) / 2}, 0,0,1\right)_{q}\right) .
$$

Different choices of $a \in \mathbb{M}^{\times} \backslash\left(\mathbb{M}^{\times}\right)^{2}$ produce isotopic semifields and there are a total of $\left\lfloor\frac{\sigma(n)-1}{2}\right\rfloor$ non-isotopic commutative twisted fields [85, 7].

## 3. Zhou-Pott semifields $\mathcal{Z P}$

Zhou and Pott [148] gave a family of pre-semifields $S=(\mathbb{M} \times \mathbb{M},+, \circ)$ given by

$$
(x, y) \circ(u, v)=\left(x^{q} u+u^{q} x+a\left(y^{q} v+y v^{q}\right)^{r}, x v+y u\right),
$$

where $a \in \mathbb{M} \backslash\left(\mathbb{M}^{\times}\right)^{2}, q=p^{k}$ and $r=p^{j}$ with $0 \leq j, k \leq m$ where $m / \operatorname{gcd}(k, m)$ is odd. The isotopic multiplication

$$
(x, y) *(u, v)=\left(x^{q} u+u^{q} x+a\left(y^{q} v+y v^{q}\right), x^{r} v+y u^{r}\right),
$$

is $(q, r)$-biprojective and isotopic to the polarization of the $(q, r)$-biprojective planar mapping

$$
F_{\mathcal{Z P}}=\left((1,0,0, a)_{q},(0,1,0,0)_{r}\right) .
$$

Different choices of $a \in \mathbb{M}^{\times} \backslash\left(\mathbb{M}^{\times}\right)^{2}$ produce isotopic semifields and there are a total of $\left\lfloor\frac{\sigma(n)}{2}\right\rfloor \cdot\left\lceil\frac{n}{4}\right\rceil$ non-isotopic $\mathcal{Z P}$ semifields [148].

## 4. Budaghyan-Helleseth/Zha-Wang semifields ( $\mathcal{B H}, \mathcal{Z W}, \mathcal{L M P T B}$ )

These semifields were found in [21] and independently in [147]. The commutative semifields given later in [117] and [14] were shown to be isotopic to the previous ones [118]. We note that Bierbrauer's construction in [14] gives also non-commutative semifields. We will use the definition from [14]. Let $S=(\mathbb{M} \times \mathbb{M},+, \circ)$ be the pre-semifield given by

$$
(x, y) \circ(u, v)= \begin{cases}\left(x v+y u, x^{q} u+x u^{q}+a\left(y^{q} v+y v^{q}\right)\right) & \text { if } m / \operatorname{gcd}(k, m) \text { is odd } \\ \left(x u+a y v, x^{q} v+y u^{q}+a^{(q-1) / 2}\left(x v^{q}+y^{q} u\right)\right) & \text { if } m / \operatorname{gcd}(k, m) \text { is even }\end{cases}
$$

where $a \in \mathbb{M} \backslash\left(\mathbb{M}^{\times}\right)^{2}$ and $q=p^{k}$ with $0<k<m$. The pre-semifield multiplication is $(1, q)$ biprojective. Similarly, the corresponding $(1, q)$-biprojective planar mapping whose polarization is isotopic to $\mathbb{S}$ is given by

$$
F_{\mathcal{B H} / \mathcal{Z W}}= \begin{cases}\left((0,0,1,0)_{1},(1,0,0, a)_{q}\right) & \text { if } m / \operatorname{gcd}(k, m) \text { is odd } \\ \left((1,0,0, a)_{1},\left(0,1, a^{(q-1) / 2}, 0\right)_{q}\right) & \text { if } m / \operatorname{gcd}(k, m) \text { is even. }\end{cases}
$$

The number of non-isotopic semifields in this family is $\left\lfloor\frac{n}{4}\right\rfloor$ which is proved in [53].
Remark 7.1 (Explanations and tables). The known infinite families of biprojective semifields and their planar representations are summarized in Table 3. Families $\mathcal{A}, \mathcal{D}, \mathcal{B H} / \mathcal{Z W}$ reduce to $\mathbb{F}$ when $k \in\{0, m\}$. Family $\mathcal{Z P}$ reduces to $\mathcal{D}$ when $k=0$, to $\mathcal{B H} / \mathcal{Z W}$ when $j=0$, and to $\mathbb{F}$ when $j=k=0$. Family $\mathcal{S}$ reduces to $\mathcal{Z P}$ when $a=0$, and to $\mathcal{D}$ when $k \in\{0, l\}$. We excluded those cases in the Notes and also in the Counts columns of Table 3. Table 4 lists known commutative semifields that are not biprojective. We should say here that these commutative semifields are not obviously represented as biprojective semifields. When the order is square, there might be isotopic semifields that can be biprojective, but we are not aware of such isotopisms.

Remark 7.2 (Non-commutative biprojective semifields). Let us shortly explain several noncommutative biprojective constructions.

- Let $q=p^{k}$ be an automorphism of $\mathbb{M}$ and $c, d \in \mathbb{M}$ such that

$$
x^{q+1}+c x-d=0
$$

| Fam. | Planar Mapping | \#S | Notes | $\left(\# \mathbb{N}_{l}, \# \mathbb{N}_{m}\right)$ | Count | Proved in |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbb{F}$ | $X^{2}$ | $p^{n}$ |  | ( $\left.p^{n}, p^{n}\right)$ | 1 | [7] |
|  | $\left[(0,1,0,0)_{1},(1,0,0, a)_{1}\right]$ |  | $a \in \mathbb{M} \backslash\left(\mathbb{M}^{\times}\right)^{2}, n=2 m$ |  |  |  |
| $\mathcal{A}$ | $X^{q+1}$ | $p^{n}$ | $\begin{gathered} q=p^{k}, 0<k<m \\ \operatorname{gcd}(k, n)=d, n / d \text { odd. } \end{gathered}$ | $\left(p^{d}, p^{d}\right)$ | $\left\lfloor\frac{\sigma(n)-1}{2}\right\rfloor$ |  |
|  | $\left[\left(0, a^{s_{1}}, 1,0\right)_{q},\left(a^{s_{2}}, 0,0,1\right)_{q}\right]$ |  | $\begin{gathered} a \in \mathbb{M} \backslash\left(\mathbb{M}^{\times}\right)^{2}, n=2 m \\ s_{1}=\frac{q-1}{2}, s_{2}=\frac{q+1}{2} \\ \hline \end{gathered}$ |  |  |  |
| D | $\left[(1,0,0, a)_{1},(0,1,0,0)_{q}\right]$ | $p^{2 m}$ | $\begin{gathered} q=p^{k}, 0<k<m, \\ \operatorname{gcd}(k, m)=d, \\ a \in \mathbb{M} \backslash\left(\mathbb{M}^{\times}\right)^{2} . \end{gathered}$ | $\left(p^{d}, p^{m}\right)$ | $\left\lfloor\frac{n}{4}\right\rfloor$ | [43] |
| $\mathcal{Z P}$ | $\left[(1,0,0, a)_{q},(0,1,0,0)_{r}\right]$ | $p^{2 m}$ | $\begin{gathered} q=p^{k}, r=p^{j}, \\ 0<j, k<m, \\ \operatorname{gcd}(k, m)=d, \\ \operatorname{gcd}(j, k, m)=d^{\prime}, \\ m / d \text { odd, } a \in \mathbb{M} \backslash\left(\mathbb{M}^{\times}\right)^{2} . \end{gathered}$ | $\left(p^{d^{\prime}}, p^{d}\right)$ | $\left\lfloor\frac{\sigma(n)-1}{2}\right\rfloor\left\lfloor\frac{n}{4}\right\rfloor$ | [148] |
| $\begin{aligned} & \mathcal{B H} \\ & \mathcal{Z W} \end{aligned}$ | $\left[(0,1,0,0)_{1},(1,0,0, a)_{q}\right]$ | $p^{2 m}$ | $\begin{gathered} q=p^{k}, 0<k<m, \\ \operatorname{gcd}(k, m)=d, m / d \text { odd }, \\ a \in \mathbb{M} \backslash\left(\mathbb{M}^{\times}\right)^{2} . \end{gathered}$ | $\left(p^{d}, p^{2 d}\right)$ | $\left\lfloor\frac{n}{4}\right\rfloor$ | [21, 147, 53] |
|  | $\left[(1,0,0, a)_{1},\left(0,1, a^{s_{1}}, 0\right)_{q}\right]$ |  | $\begin{gathered} q=p, 0<k<m, \\ \operatorname{gcd}(k, m)=d, m / d \text { even, } \\ a \in \mathbb{M} \backslash\left(\mathbb{M}^{\times}\right)^{2}, s_{1}=\frac{q-1}{2} . \end{gathered}$ |  |  |  |
| $\mathcal{S}$ | $\left[(1,0,0, B)_{q},\left(0,1, \frac{a}{B}, 0\right)_{r}\right]$ | $p^{4 l}$ | $\begin{gathered} q=p^{k}, \quad r=p^{k+l}, \\ 0<k<l, m=2 l, \\ \operatorname{gcd}(k, m)=e, m / e \text { odd, } \\ a \in \mathbb{L}^{\times}, \quad B \in \mathbb{M} \backslash\left(\mathbb{M}^{\times}\right)^{2} . \end{gathered}$ | $\left(p^{e / 2}, p^{e}\right)$ | $\geq\left\lfloor\frac{\sigma(n)-1}{2}\right\rfloor\left\lceil\frac{p^{l}-1}{n}\right\rceil$ | Theorem 8.2 |

Table 3. Known infinite families of biprojective commutative semifields of odd order $p^{n}$

| Fam. | Planar Mapping | \#S | Notes | $\left(\# \mathbb{N}_{l}, \# \mathbb{N}_{m}\right)$ | Count | Proved in |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathcal{Z K W}$ | $X^{q+1}-a^{Q-1} X^{q Q+Q^{2}}$ | $p^{3 s}$ | $\begin{gathered} Q=p^{s}, \quad q=p^{t}, \\ d=\operatorname{gcd}(s, t), \quad s^{\prime}=s / d, \quad t^{\prime}=t / d, \\ s^{\prime} \text { odd, }, \quad s^{\prime}+t^{\prime}=0(\bmod 3), \\ \langle a\rangle=\mathbb{F}_{p^{3 s}}^{\times} . \end{gathered}$ | $\left(p^{d}, p^{d}\right)[118]$ | $\geq 1$ | [146] |
| $\mathcal{B}_{3}$ | $X^{q+1}-a^{Q-1} X^{q Q+Q^{2}}$ | $p^{3 s}$ | $\begin{gathered} Q=p^{s}, q=p^{t}, \\ d=\operatorname{gcd}(s, t), \quad s / d \text { odd }, \\ q \equiv Q \equiv 1(\bmod 3), \\ \langle a\rangle=\mathbb{F}_{p^{3 s}}^{\times} . \end{gathered}$ | $\left(p^{d}, p^{d}\right)[118]$ | $\leq 9 \sigma(s)$ | [13] |
| $\mathcal{B}_{4}$ | $X^{q+1}-a^{Q-1} X^{q Q+Q^{3}}$ | $p^{4 s}$ | $\begin{gathered} Q=p^{s}, q=p^{t}, \\ d=\operatorname{gcd}(2 s, t), \quad 2 s / d \text { odd }, \\ q \equiv Q \equiv 1(\bmod 4), \\ \langle a\rangle=\mathbb{F}_{p^{4 s}}^{\times} . \end{gathered}$ | $\left(p^{d / 2}, p^{d}\right)[118]$ | $\leq 8 \sigma(s)$ | [13] |
| $\mathcal{C G}$ | $\left(x^{2}+a y^{2}+a^{3} y^{18}, x y-a y^{6}\right)$ | $3^{2 m}$ | $m \geq 3, a \in \mathbb{F}_{3}^{\times} \backslash\left(\mathbb{F}_{3}^{\times}\right)^{2}$ | $\left(3,3^{m}\right)$ | 1 | [36] |
| $\mathcal{G}$ | $\left(x^{2}+y^{10}, x y-y^{6}\right)$ | $3^{2 m}$ | $m \geq 3$ odd | $(3,3)$ | 1 | [55] |
| $\begin{gathered} \hline \mathcal{C M} \\ \mathcal{D Y} \end{gathered}$ | $X^{10} \pm X^{6}-X$ | $3^{m}$ | $m \geq 5$ odd | $(3,3)$ | 2 | [39, 47] |

Table 4. Known infinite families of (non-biprojective) commutative semifields of odd order $p^{n}$
has no solutions $x \in \mathbb{M}$. The pre-semifields defined by

$$
(x, y) *(u, v)=\left\{\begin{aligned}
\left(x^{q^{2}} v+y u^{q^{2}},\right. & \left.y^{q} v+d x^{q} u+c y u^{q}\right) \\
\left(x^{q} v+y u^{q},\right. & \left.y^{q} v+d x u^{q}+c y u^{q}\right) \\
\left(x^{q} v+y u^{q},\right. & \left.y v^{q}+d x^{q} u+c y u^{q}\right) \\
(x v+y u, & \left.y^{q} v+d^{q} x^{q} u+c y^{q} u\right)
\end{aligned}\right.
$$

are called Knuth semifields of Type II.i-iv [101, Eq. (7.16), p. 215]. We note that Knuth formulated these multiplications in a non-biprojective way which is then repeated in surveys in the same way (see for instance $[86,37]$ ). We give here $\left(q^{2}, q\right)$,
$(q, q),(q, q)$ and $(1, q)$-biprojective representations of these non-commutative semifields. Knuth also gives a non-biprojective and non-commutative generalization of Dickson semifields that are called Knuth Type I which we do not cover here [101, Eq. (7.15), p. 215].

- Bierbrauer extended Knuth Type II.iv semifields [14] in odd characteristic (and in univariate notation). Later the $(1, q)$-biprojective representations were given in $[11,15]$ in even and odd characteristics. The construction requires a $q$-projective polynomial

$$
x^{q+1}-b x^{q}+c x-d \in \mathbb{M}[x]
$$

which has no $\mathbb{M}$-zeroes. Then the Bierbrauer pre-semifields are defined as

$$
\begin{aligned}
(x, y) *(u, v)=(x v+y u, & \left(x u^{q}-\alpha x^{q} u\right)+b\left(y u^{q}+\alpha x^{q} v\right) \\
& \left.c\left(x v^{q}+\alpha y^{q} u\right)+d\left(y v^{q}-\alpha y^{q} v\right)\right)
\end{aligned}
$$

where $\alpha \in \mathbb{M}^{\times} \backslash\left(\mathbb{M}^{\times}\right)^{q-1}$. This family includes commutative semifields that are isotopic to the $\mathcal{B H} / \mathcal{Z W}$ family.

- Taniguchi [136] extended Knuth Type II.i pre-semifields in the manner Bierbrauer extended Knuth Type II.iv family. We again give the ( $q, q^{2}$ )-biprojective version that is used in $[\mathbb{K}]$. As in Knuth's construction, let $q=p^{k}$ be an automorphism of $\mathbb{M}$ and $c, d \in \mathbb{M}$ such that

$$
x^{q+1}+c x-d=0
$$

has no solutions $x \in \mathbb{M}$ and $\alpha \in \mathbb{M}^{\times} \backslash\left(\mathbb{M}^{\times}\right)^{q-1}$. The Taniguchi pre-semifields are defined by

$$
(x, y) *(u, v)=\left(x v^{q^{2}}+y^{q^{2}} u, \quad x^{q} u-\alpha^{q^{2}} x u^{q}-c\left(x v^{q}+\alpha^{q} y^{q} u\right)+d\left(y^{q} v-\alpha y v^{q}\right)\right)
$$

## CHAPTER 8

## The number of non-isotopic commutative semifields is exponential [A]

Recall that Albert's commutative twisted fields over $\mathbb{F}_{p^{m}} \times \mathbb{F}_{p^{m}}$ admit the planar functions

$$
F_{\mathcal{A}}=\left((1,0,0, \alpha)_{q},(0,1, \beta, 0)_{q}\right)
$$

for $\alpha=a^{(q+1) / 2}, \beta=a^{(q-1) / 2}$ with suitable $a \in \mathbb{F}_{p^{m}}$ and $q=p^{k}$. Since our aim is, as explained in previous chapters, to generalize Albert's twisted fields in the sense that families $\mathcal{D}, \mathcal{Z P}, \mathcal{B H} / \mathcal{Z W} / \mathcal{L} \mathcal{M} \mathcal{T} \mathcal{B}$ generalize the finite field, we look for possible planar functions of the form

$$
F=\left((1,0,0, \gamma)_{q},(0,1, \delta, 0)_{r}\right)
$$

for suitable $\gamma, \delta, q, r$. The first main result of $[\mathrm{A}]$ is to give such a planar function family. For the above parameters, the family we present covers all the planar functions we encountered during an extensive search.

## 1. The family

The following diagram and its annotations describe our setting.

## Notation 8.1.



- $p$ is an odd prime.
- $n=2 m, m$ is even.
- $Q=p^{m / 2}, \quad Q^{2}=p^{m}$.
- $q=p^{k}, \quad r=p^{k+m / 2}=Q q \quad$ with $1 \leq k \leq m-1$.
- $e=\operatorname{gcd}(k, m)$ with $m / e$ odd.
- $d=\operatorname{gcd}(k+m / 2, m)$.
- $e=2 d$.
- $\left(\mathbb{M}^{\times}\right)^{2}$ - the subgroup of non-zero squares in $\mathbb{M}^{\times}$.
- $\mathbb{L}^{\times}=\left(\mathbb{M}^{\times}\right)^{Q+1} \leq\left(\mathbb{M}^{\times}\right)^{2} \leq \mathbb{M}^{\times}$.
- $\left(\mathbb{M}^{\times}\right)^{Q-1} \leq\left(\mathbb{M}^{\times}\right)^{2} \leq \mathbb{M}^{\times}$- the subgroup of $(Q+$ 1) ${ }^{\text {st }}$ roots of unity in $\mathbb{M}^{\times}$.
- $\mathbb{E}=\mathbb{F}_{q} \cap \mathbb{M}=\mathbb{F}_{q^{2}} \cap \mathbb{M}=\mathbb{F}_{r^{2}} \cap \mathbb{M}$.
- $\mathbb{D}=\mathbb{F}_{r} \cap \mathbb{M}$.

Now we present the family of planar mappings [A, Theorem 4.4].
TheOrem 8.2. Let $a \in \mathbb{L}^{\times}$and $B \in \mathbb{M}^{\times} \backslash\left(\mathbb{M}^{\times}\right)^{2}$ and let

$$
F: \mathbb{M} \times \mathbb{M} \rightarrow \mathbb{M} \times \mathbb{M}
$$

be defined as

$$
F:(x, y) \mapsto F(x, y)=\left((1,0,0, B)_{q},(0,1, a / B, 0)_{r}\right)
$$

Then $F$ is planar.

The proof of this theorem is rather involved. Note that both parts of the biprojective function $F$ are complicated as we explained in Chapter 4. The method of Dickson which works when one part is $(0,0,1,0)_{q}$ is not available here. The proof eventually works by building up contradictions involving non-squares (see [A, Section 4] for details).

## 2. A method to determine isotopy of biprojective pre-semifields

We denote the set of all autotopisms of a pre-semifield $\mathbb{P}$ by $\operatorname{Aut}(\mathbb{P})$. It is easy to check that $\operatorname{Aut}(\mathbb{P})$ is a group under component-wise composition, i.e.,

$$
\left(N_{1}, L_{1}, M_{1}\right)\left(N_{2}, L_{2}, M_{2}\right)=\left(N_{1} N_{2}, L_{1} L_{2}, M_{1} M_{2}\right)
$$

We view $\operatorname{Aut}(\mathbb{P})$ as a subgroup of $G L(\mathbb{F})^{3} \cong G L(\mathbb{M} \times \mathbb{M})^{3} \cong G L\left(n, \mathbb{F}_{p}\right)^{3}$. Our approach is based on the following simple and well-known result.

Lemma 8.3. Let $\mathbb{P}_{1}=\left(\mathbb{F}_{p}^{n},+, *_{1}\right)$ and $\mathbb{P}_{2}=\left(\mathbb{F}_{p}^{n},+, *_{2}\right)$ be two isotopic pre-semifields via the isotopism $\delta \in \mathrm{GL}(\mathbb{F})^{3}$. Then $\delta^{-1} \operatorname{Aut}\left(\mathbb{P}_{2}\right) \delta=\operatorname{Aut}\left(\mathbb{P}_{1}\right)$.

We start by identifying a subgroup of the autotopism group of any ( $q, r$ )-biprojective presemifield. See [A, Theorems 5.2 and 5.3] for Sylow's and Zsigmondy's theorems.

- Define the cyclic group

$$
Z^{(q, r)}=\left\{\gamma_{a}: a \in \mathbb{M}^{\times}\right\}
$$

of order $p^{m}-1$, where

$$
\gamma_{a}=\left(\operatorname{diag}\left(m_{a^{q+1}}, m_{a^{r+1}}\right), \operatorname{diag}\left(m_{a}, m_{a}\right), \operatorname{diag}\left(m_{a}, m_{a}\right)\right)
$$

where $m_{a}$ denotes multiplication with the finite field element $a \in \mathbb{M}^{\times}$.

- Let $p^{\prime}$ be a $p$-primitive divisor of $p^{m}-1$. Such a prime $p^{\prime}$ always exists if $m>2$ and $(p, m) \neq(2,6)$ by Zsigmondy's theorem. In our case, we have $p>2$. We will also stipulate $m>2$. Note that $p^{\prime} \neq 2$ since $p^{\prime} \nmid p-1$ by the definition of $p$-primitivity.
- Let $R$ be the unique Sylow $p^{\prime}$-subgroup of $\mathbb{M}^{\times}$. Define

$$
Z_{R}^{(q, r)}=\left\{\gamma_{a}: a \in R\right\}
$$

which is the unique Sylow $p^{\prime}$-subgroup of $Z^{(q, r)}$ with $|R|$ elements.

- Define

$$
S=\left\{\operatorname{diag}\left(m_{a}, m_{a}\right): a \in \mathbb{M}^{\times}\right\}
$$

and

$$
S_{R}=\left\{\operatorname{diag}\left(m_{a}, m_{a}\right): a \in R\right\}
$$

Note that $S_{R}$ (resp. $S$ ) corresponds to the second and third components of $Z_{R}^{(q, r)}$ (resp. $\left.Z^{(q, r)}\right)$ and is independent of $q$ and $r$.

The following lemma is straightforward, but very important.
Lemma 8.4. Let $\mathbb{P}$ be any $(q, r)$-biprojective pre-semifield. Then

$$
Z_{R}^{(q, r)} \leq Z^{(q, r)} \leq \operatorname{Aut}(\mathbb{P})
$$

The central idea of the technique we develop is to identify large abelian Sylow subgroups in the autotopism group of biprojective semifields. We then use tools from group theory to obtain strong constraints on when the autotopism groups of two pre-semifields are conjugate. This approach is inspired by a similar technique for inequivalences of power functions on finite fields developed by Dempwolff [42] and Yoshiara [145].

Method 8.5. The following is a high-level explanation of our method explaining [A, Theorem 5.10].
(i) Let $\mathbb{P}_{1}=\left(\mathbb{M} \times \mathbb{M},+, *_{1}\right)$ and $\mathbb{P}_{2}=\left(\mathbb{M} \times \mathbb{M},+, *_{2}\right)$ be $\left(q_{1}, r_{1}\right)$ - and $\left(q_{2}, r_{2}\right)$-biprojective pre-semifields, respectively, such that $q_{1} \notin\left\{r_{1}, \overline{r_{1}}\right\}, 1 \notin\left\{q_{1}, r_{1}\right\}$ and $Q \notin\left\{q_{1}, r_{1}\right\}$, where $q_{i}=p^{k_{i}}$ and $r_{i}=p^{l_{i}}$ for $i \in\{1,2\}$.
(ii) Let $G_{1}, G_{2}$ be defined as

$$
\begin{aligned}
& G_{1}=Z_{R}^{\left(q_{1}, r_{1}\right)} \leq \operatorname{Aut}\left(\mathbb{P}_{1}\right), \text { and } \\
& G_{2}=Z_{R}^{\left(q_{2}, r_{2}\right)} \leq \operatorname{Aut}\left(\mathbb{P}_{2}\right)
\end{aligned}
$$

We first prove that $G_{1}$ is a Sylow $p^{\prime}$-subgroup of $\operatorname{Aut}\left(\mathbb{P}_{1}\right)$ under Condition (C).
(iii) Let $\delta=\left(N_{\delta}, L_{\delta}, M_{\delta}\right) \in \mathrm{GL}(\mathbb{F})^{3}$ be an isotopism between $\mathbb{P}_{1}$ and $\mathbb{P}_{2}$, i.e.,

$$
N_{\delta}\left(x *_{1} y\right)=L_{\delta}(x) *_{2} M_{\delta}(y)
$$

Then $\delta^{-1} \operatorname{Aut}\left(\mathbb{P}_{2}\right) \delta=\operatorname{Aut}\left(\mathbb{P}_{1}\right)$ and, in particular, $\delta^{-1} G_{2} \delta \leq \operatorname{Aut}\left(\mathbb{P}_{1}\right)$.
(iv) Then, $\delta^{-1} G_{2} \delta$ is a Sylow- $p^{\prime}$ subgroup of $\operatorname{Aut}\left(\mathbb{P}_{1}\right)$ by Sylow Theorem (i) and for some $\lambda \in \operatorname{Aut}\left(\mathbb{P}_{1}\right)$, we have

$$
(\delta \lambda)^{-1} G_{2}(\delta \lambda)=G_{1}
$$

by Sylow Theorem (iii).
(v) Set $\gamma=(N, L, M) \in \operatorname{GL}(\mathbb{F})^{3}$ as $\gamma=\delta \lambda$. Since $\lambda: \mathbb{P}_{1} \mapsto \mathbb{P}_{1}$ and $\delta: \mathbb{P}_{1} \mapsto \mathbb{P}_{2}$, we have $\gamma: \mathbb{P}_{1} \mapsto \mathbb{P}_{2}$ is an isotopism between $\mathbb{P}_{1}$ and $\mathbb{P}_{2}$.
(vi) The conjugacy $\gamma^{-1} G_{2} \gamma=G_{1}$ implies $L, M \in \Gamma L(2, \mathbb{M})$ using [A, Lemma 5.7] which states that $N_{\mathrm{GL}(\mathbb{F})}\left(S_{R}\right)=\Gamma \mathrm{L}(2, \mathbb{M})$ where $N_{\mathrm{GL}(\mathbb{F})}\left(S_{R}\right)$ is the normalizer of $S_{R}$ in $\mathrm{GL}(\mathbb{F})$.
(vii) Now an analysis on the degrees appearing in the isotopy equation induced by $\gamma$ implies that
(a) the defining Galois automorphisms of $\mathbb{P}_{1}$ and $\mathbb{P}_{2}$ should agree. That is to say,
(i) $k_{1} \equiv \pm k_{2}(\bmod m)$ and $l_{1} \equiv \pm l_{2}(\bmod m)$, or,
(ii) $k_{1} \equiv \pm l_{2}(\bmod m)$ and $l_{1} \equiv \pm k_{2}(\bmod m)$; and,
(b) we have $\gamma=(N, L, M) \in \Gamma L(2, \mathbb{M})^{3}$ with further restrictions on $N, L, M$ listed in the statement of [A, Theorem 5.10]. That is to say, for every isotopism $\delta$ between $\mathbb{P}_{1}$ and $\mathbb{P}_{2}$, there is an isotopism $\gamma \in \Gamma L(2, \mathbb{M})^{3}$ between $\mathbb{P}_{1}$ and $\mathbb{P}_{2}$.

We explain the steps in a series of remarks.
REmark 8.6 (Condition $(\mathrm{C})$ ). For a $(q, r)$-biprojective pre-semifield $\mathbb{P}$, denote by

$$
C_{\mathbb{P}}=C_{\mathrm{Aut}(\mathbb{P})}\left(Z_{R}^{(q, r)}\right)
$$

the centralizer of $Z_{R}^{(q, r)}$ in $\operatorname{Aut}(\mathbb{P})$.

- By Condition (C) we mean that " $C_{\mathbb{P}}$ contains $Z^{(q, r)}$ as an index $I$ subgroup such that $p^{\prime}$ does not divide $I^{\prime \prime}$.
- We prove in [A, Lemma 5.8], under Condition $(\mathrm{C}), Z_{R}^{(q, r)}$ is a Sylow $p^{\prime}$-subgroup of $\operatorname{Aut}(\mathbb{P})$, handling Part (ii).
- In [A, Lemma 5.7], we prove

$$
\begin{aligned}
N_{\mathrm{GL}(\mathbb{F})}\left(Z_{R}^{(q, r)}\right) & =\Gamma \mathrm{L}(2, \mathbb{M}) \\
C_{\mathrm{GL}(\mathbb{F})}\left(Z_{R}^{(q, r)}\right) & =\mathrm{GL}(2, \mathbb{M})
\end{aligned}
$$

which is instrumental in proving that Condition (C) holds for specific biprojective semifields as well as in Method 8.5 (vii) (b). Observe that the conjugacy condition $\gamma^{-1} G_{2} \gamma=G_{1}$ on the second and third components of $Z_{R}^{(q, r)}$ is the same as the normalizer condition on $S_{R}$ by definition which is essential for Part (vi).

REMARK 8.7. The crux of the method is that the problem of determining conjugacy (in GL( $\mathbb{F})$ ) of two groups $\left(\operatorname{Aut}\left(\mathbb{P}_{1}\right)\right.$ and $\operatorname{Aut}\left(\mathbb{P}_{2}\right)$ that we do not know) is converted to the problem of determining conjugacy (in $\operatorname{Aut}\left(\mathbb{P}_{1}\right)$ ) of two nice subgroups $\left(G_{1}, G_{2}\right.$ that we do know) whose centralizers and normalizers (in $\mathrm{GL}(\mathbb{F})$ ) are also known.

REMARK 8.8. Part (vii) is the analogue of the theorem of Albert that states (under certain conditions) that every isotopism $\delta$ between two twisted fields (i.e., uniprojective case) with defining field automorphisms $q$ and $q^{\prime}$ respectively, has to satisfy:

- $\delta \in \Gamma L(1, \mathbb{F})^{3}$,
- $q$ and $q^{\prime}$ should agree, and
- $L, M, N$, the component linear maps of $\delta$, satisfy further restrictions.

We promised a generalization for the biprojective case. The method above establishes that under certain conditions. We prove that if there is an isotopism $\delta$ between two biprojective semifields with defining field automorphisms $(q, r)$ and $\left(q^{\prime}, r^{\prime}\right)$ respectively, then there is an isotopism $\gamma$ between these semifields with

- $\gamma \in \Gamma L(2, \mathbb{M})^{3}$,
- $(q, r)$ and $\left(q^{\prime}, r^{\prime}\right)$ should agree, and
- $L, M, N$, the component linear maps of $\gamma$, satisfy further restrictions.

REmARK 8.9. In Part (i), we assume certain conditions on $\left(q_{i}, r_{i}\right)$, for instance, their order should be larger than 2. This assumption is, again, similar to the uniprojective Albert case. Recall that the twisted fields $X^{q} Y+D X Y^{q}$ are isotopic to finite fields when $q^{2}=1$ and allow isotopisms outside $\Gamma \mathrm{L}(1, \mathbb{F})^{3}$. This is very similar to our case (see [A, Remark 5.11 (i)]) where the excluded cases allow different types of isotopisms. If required, one can prove a similar result for the excluded cases, however, for our purpose, this was not necessary and left out for the sake of simplicity. We also show [A, Remark 8.3] that these simpler cases for $(q, r)$ leads to isotopisms between Family $\mathcal{S}$ and other biprojective families.

Next, we specialize to Family $\mathcal{S}$.

## 3. Isotopisms within the Family $\mathcal{S}$

Recall that, to prove $G_{1}$ is Sylow- $p^{\prime}$ subgroup of $\operatorname{Aut}\left(\mathbb{P}_{1}\right)$, it is enough to prove Condition (C) for $\mathbb{P}_{1}$.

Method 8.10. The following is a high-level explanation of our method showing that the number of non-isotopic semifields within the Family $\mathcal{S}$ is exponential in $n$.
(i) First we prove $[\mathbf{A}$, Lemma 6.1$]$ that if $\mathbb{P}$ is a $(q, r)$-biprojective pre-semifield in the Family $\mathcal{S}$, then,

$$
\begin{aligned}
\left|C_{\mathbb{P}}\right| & =\left(p^{m}-1\right)\left(p^{\operatorname{gcd}(k, m)}-1\right), \text { or } \\
\left|C_{\mathbb{P}}\right| & =2\left(p^{m}-1\right)\left(p^{\operatorname{gcd}(k, m)}-1\right)
\end{aligned}
$$

In particular, Condition (C) is always satisfied.
(ii) Now, using Method 8.5 (vii) we show strong isotopy conditions within the Family $\mathcal{S}$ ([A, Theorem 6.2]). The notation $\mathbb{P}_{q, B, a}$ denotes a pre-semifield in Family $\mathcal{S}$ with the subscripted variables employed in the statement Theorem 8.2.
(a) $\mathbb{P}_{q, B, a}$ and $\mathbb{P}_{q^{\prime}, B^{\prime}, a^{\prime}}$ are isotopic if and only if they are strongly isotopic.
(b) $\mathbb{P}_{q, B, a}$ is isotopic to $\mathbb{P}_{\bar{q}, B, a^{\prime}}$ for $a^{\prime}=B^{Q+1} / a$ and arbitrary $q$.
(c) $\mathbb{P}_{q, B, a}$ is isotopic to $\mathbb{P}_{q, B^{\prime}, a^{\prime}}$ for arbitrary $q, B, B^{\prime}, a$ and a suitable choice for $a^{\prime}$.
(d) If $\mathbb{P}_{q, B, a}$ is isotopic to $\mathbb{P}_{q, B, a^{\prime}}$, then it is also isotopic to $\mathbb{P}_{q, B,-a^{\prime}}$.
(e) There are at most $2 m=n$ different $a^{\prime}$ such that $\mathbb{P}_{q, B, a}$ is isotopic to $\mathbb{P}_{q, B, a^{\prime}}$.
(f) No other isotopisms exist.
(iii) Finally, this immediately gives the following bounds. Let $N_{\mathcal{S}}(p, n)$ be the number of pairwise non-isotopic pre-semifields in Family $\mathcal{S}$ on $\mathbb{F}_{p}^{n}$. Then

$$
\frac{\sigma(n)-1}{2} \cdot \frac{p^{n / 4}-1}{n} \leq N_{\mathcal{S}}(p, n) \leq \frac{\sigma(n)-1}{2}\left(p^{n / 4}-1\right)
$$

Several remarks on the details of the method follow.
REmark 8.11 (Part (i)). By [A, Lemma 5.7], the second and third component $L, M$ of an isotopism $\delta=(N, L, M) \in C_{\mathbb{P}}$ has to be in $\mathrm{GL}(2, \mathbb{M})$. Now, the isotopy equation imposes, after rather lengthy calculations, a certain form on $N$ and in turn on $\delta$. Then the cardinality of the centralizer can easily be counted.

REMARK 8.12 (Part (ii)). The proof of this part is similar to that of Part (i). The conditions listed in [A, Theorem 5.10] imposes strict restrictions on the shape of the isotopism $\gamma=(N, L, M)$ between two pre-semifields in the Family $\mathcal{S}$. These restrictions lead, again after lengthy calculations, to the isotopy conditions listed above.

REmark 8.13 (Part(iii)). The proof is straightforward after Part (ii) and resembles the simple method for Albert's twisted fields we explained in Chapter 3. There are $\sigma(n)-1$ admissible values for $q$, and only $q, \bar{q}$ yield isotopic pre-semifields. Then there are $p^{n / 4}-1$ admissible values for $a$, with at most $n$ of them yielding isotopic pre-semifields.

In particular, $\mathcal{S}$ is the first known family of commutative (pre-)semifields that yields exponentially many non-isotopic (pre-)semifields. Since non-isotopic pre-semifields lead to inequivalent planar mappings (see Theorem 2.2), this also shows that the number of inequivalent planar mappings grows exponentially in $n$.

COROLLARY 8.14. The number of non-isotopic commutative semifields of order $p^{n}$ and the number of inequivalent planar DO mappings of $\mathbb{F}_{p^{n}}$ are exponential in $n$ for a fixed odd prime $p$ and $n$ divisible by 4.

## 4. Nuclei and comparison to other semifields

The nuclear parameters of the family can be computed using similar methods.
THEOREM 8.15. The left, middle and right nuclei $\mathbb{N}_{l}(\mathbb{S}), \mathbb{N}_{m}(\mathbb{S}), \mathbb{N}_{r}(\mathbb{S})$ satisfy $\mathbb{N}_{l}(\mathbb{S})=\mathbb{N}_{r}(\mathbb{S}) \cong \mathbb{D}$ and $\mathbb{N}_{m}(\mathbb{S}) \cong \mathbb{E}$.

Using the nuclei and the biprojective method we can show that Family $\mathcal{S}$ is new.
THEOREM 8.16. Let $\mathbb{P}_{q, B, a}=(\mathbb{M} \times \mathbb{M},+, *)$ be a pre-semifield in the Family $\mathcal{S}$. $\mathbb{P}_{q, B, a}$ is not isotopic to any other known commutative semifield, except possibly semifields from Family $\mathcal{B}_{4}$. Family $\mathcal{S}$ yields new examples of commutative semifields.

Although the parameters $p, m, q$ for the pre-semifields from Family $\mathcal{S}$ are more general than that of Family $\mathcal{B}_{4}$, for suitable choices of $p, m, q$ the parameters may coincide. The next proposition shows that even in that case Family $\mathcal{S}$ contains new semifields thanks to its exponential count. More precisely, we show that the number of non-isotopic semifields from Families $\mathcal{B}_{3}$ and $\mathcal{B}_{4}$ of order $p^{3 s}$ and $p^{4 s}$, respectively, is linear in $s$.

Proposition 8.17. The number of non-isotopic pre-semifields in Family $\mathcal{B}_{3}$ (and $\mathcal{B}_{4}$ resp.) of order $p^{3 s}$ (and $p^{4 s}$ resp.) is at most $9 \sigma(s)$ (and $8 \sigma(s)$ resp.).

REMARK 8.18. For the Family $\mathcal{Z K} \mathcal{W}$ we are not aware of any result on the exact value or a bound on the number of non-isotopic pre-semifields.

## 5. Counting the number of pairwise non-isotopic Taniguchi semifields

We apply the method explained in this chapter to Taniguchi family (see Remark 7.2).
Although it has some peculiarities which we address throughout the paper $[\mathbb{K}]$, the overall scheme is almost identical. We prove (recalling that $q=p^{k}$ ):

ThEOREM 8.19. Let $N_{T}(p, k, m, a)$ be the number of non-isotopic Taniguchi semifields $T(q, \alpha, a, b)$ over $\mathbb{F}_{p^{m}} \times \mathbb{F}_{p^{m}}$ with $k \neq m / 2$. Set $d=\operatorname{gcd}(k, m)$ and $l=m / d$. Then

$$
\left(p^{d}-2\right) \cdot N_{0}(p, m) / m \leq N_{T}(p, k, m, 1) \leq\left(p^{d}-2\right) \cdot N_{0}(p, m)
$$

where $N_{0}(p, m)$ is determined in Theorem 1.9. Further,

$$
\left(p^{d}-2\right) \cdot p^{d} / m \leq N_{T}(p, k, m, 0) \leq\left(p^{d}-2\right) \cdot p^{d}
$$

if $l$ is even,

$$
N_{T}(p, k, m, 0)=p^{d}-2
$$

if $p, l$ are odd and $N_{T}(p, k, m, 0)=0$ if $p$ is even and $l$ is odd. The total number of non-isotopic Taniguchi semifields with $k \neq m / 2$ is

$$
N_{T}(p, m)=\sum_{k=1}^{\left\lfloor\frac{m}{2}\right\rfloor}\left(N_{T}(p, k, m, 0)+N_{T}(p, k, m, 1)\right)
$$

For $m=3 k$ we get the best number.
COROLLARY 8.20. The number of pairwise non-isotopic Taniguchi semifields of order $p^{2 m}$ is $\Theta\left(p^{4 m / 3}\right)$.

## CHAPTER 9

## Even characteristic: Almost perfect nonlinear functions

In this chapter we address specifics of APN functions and mostly assume that the characteristic is two (see Chapter 3).

| Family | Monomial | Conditions | Proved in |
| :---: | :---: | :---: | :---: |
| Gold | $X^{2^{i}+1}$ | $\operatorname{gcd}(i, n)=1$ | $[57]$ |
| Kasami | $X^{2^{2 i}-2^{i}+1}$ | $\operatorname{gcd}(i, n)=1$ | $[90]$ |
| Welch | $X^{2^{t}+3}$ | $n=2 t+1$ | $[50]$ |
| Niho | $X^{2^{t}+2^{\frac{t}{2}}-1}, t$ even |  |  |
| $X^{2^{t}+2^{\frac{3 t+1}{2}}-1}, t$ odd | $n=2 t+1$ | $[49]$ |  |
| Inverse | $X^{2^{2 t+1}-2}$ | $n=2 t+1$ | $[122]$ |
| Dobbertin | $X^{4^{4 t}+2^{3 t}+2^{2 t}+2^{t}-1}$ | $n=5 t$ | $[48]$ |

Table 5. Known infinite families (up to Galois automorphisms and inversion) of APN monomials on $\mathbb{F}_{2^{n}}$

Known monomial APN families are listed in Table 5 (in the univariate notation). The reader is referred to [128, Section 5.3] for a list of known families of APN functions that are not necessarily monomials. A few remarks follow.

- The only quadratic functions in Table 5 are the Gold functions. Note that these functions are the binary analogues of the (odd characteristic) Albert planar functions on $\mathbb{F}_{p^{n}}$ mapping $X \mapsto X^{p^{k}+1}$ with $n / \operatorname{gcd}(k, n)$ odd. The requirement $\operatorname{gcd}(i, n)=1$ is necessary for the Gold functions to be APN. It can be shown that the derivatives of Gold functions in general are $2^{\operatorname{gcd}(i, n)}$-to- 1 [57].
- In contrast, all known infinite APN families that are not monomials are quadratic.

An important difference between odd and even characteristic concerns the notion of equivalence. We let $\mathbb{F}=\mathbb{F}_{p^{n}}$ in the following section.

## 1. Equivalences of vectorial functions

Let $F, G: \mathbb{F} \rightarrow \mathbb{F}$ be vectorial functions. The widest known notion of equivalence that keeps the PN/APN property invariant is called the CCZ-equivalence [31]. Define the graph of the function $F$ by

$$
\Gamma_{F}=\{(x, F(x)): x \in \mathbb{F}\} .
$$

Then $F$ is said to be CCZ-equivalent to $G$ if there exist $\mathbb{F}_{p}$-linear endomorphisms $A, B, C, D$ of $\mathbb{F}$ such that $\left(\begin{array}{ll}A & B \\ C & B\end{array}\right)$ is full rank, $u, v \in \mathbb{F}$ and a permutation $\pi: \mathbb{F} \rightarrow \mathbb{F}$ such that

$$
\left(\begin{array}{ll}
A & B  \tag{2}\\
C & D
\end{array}\right)\binom{x}{F(x)}+\binom{u}{v}=\binom{\pi(x)}{G(\pi(x))},
$$

for all $x \in \mathbb{F}$. In that case we write $F \approx \operatorname{ccz} G$. A narrower notion of equivalence that also keeps the algebraic degree of $F$ invariant is called the extended affine (EA) equivalence. We write $F \approx_{\text {EA }} G$ if for all $x \in \mathbb{F}$, we have

$$
A_{1} \circ F \circ A_{2}(x)+A_{3}(x)=G(x),
$$

for affine maps $A_{1}, A_{2}, A_{3}: \mathbb{F} \rightarrow \mathbb{F}$ with $A_{1}, A_{2}$ bijective. It can be shown that EA-equivalence is a special case of CCZ-equivalence where one sets $B=0$. If $A_{1}, A_{2}, A_{3}$ are linear then we talk about extended linear (EL) equivalence (denoted by $F \approx_{\text {EL }} G$ ). We can restrict the equivalence even more if, for instance, we want to keep the property of being a permutation invariant. The functions $F$ and $G$ are said to be linearly equivalent if

$$
L_{1} \circ F \circ L_{2}=G
$$

for $L_{1}, L_{2} \in \mathrm{GL}(\mathbb{F})$. Note that this is equivalent to setting $B=C=0$ and $u=v=0$ in (2) (if $L_{1}, L_{2}$ are affine, then they are called affinely equivalent). We denote this equivalence by $F \approx_{G L(\mathbb{F})} G$.

Remark 9.1. (i) An important theorem for quadratic APN functions is that for two quadratic APN functions $F, G$, we have, by a result of Yoshiara [144],

$$
F \approx_{\mathrm{EA}} G \Longleftrightarrow F \approx_{\mathrm{CCZ}} G
$$

For quadratic APN functions one can be more specific (see for instance [92, Proposition 2.2]):

$$
F \approx_{\mathrm{EL}} G \Longleftrightarrow F \approx_{\mathrm{CCZ}} G .
$$

(ii) The CCZ-equivalence is interesting for APN functions but not for PN functions. As shown in [105, 21], for two PN functions $F, G$, we have,

$$
F \approx_{\mathrm{EA}} G \Longleftrightarrow F \approx_{\mathrm{CCZ}} G .
$$

(iii) The CCZ-equivalence does not necessarily keep the degree invariant. For an invertible map $F$ we have $F \approx \mathrm{ccz} F^{-1}$ via an anti-diagonal matrix in (2).
(iv) The CCZ-equivalence is induced by the natural left action of $\mathrm{AGL}(\mathbb{F} \times \mathbb{F})$ on the graph of $F$. All the others we describe here are equivalences induced by subgroup actions of $\operatorname{AGL}(\mathbb{F} \times \mathbb{F})$.
(v) We use even narrower types of equivalences (see Chapter 3) when addressing biprojective functions.

## 2. Biprojective APN functions

Note that the explanations we gave in previous chapters for biprojective planar functions and commutative semifields analogously hold for biprojective APN functions after some suitable and minor modifications. We will, however, give a brief state of the art on biprojective APN functions before the constructions of the current thesis appeared. For the APN functions, the initial work on bivariate functions was by Carlet [27] who found the first biprojective APN family, and then Zhou and Pott [148] introduced another family of biprojective APN functions (an analogue of their commutative semifields family) that contains a quadratic number of inequivalent members. Carlet then introduced [28] a method to find bivariate (but not necessarily biprojective) APN functions from his previous biprojective family (revisited in [23]). Further work on biprojective APN functions includes the family of Taniguchi [136]. Further work that does not involve
constructions of bivariate functions but studies their important properties include $[9,93,92$, 102, 91].

We now give a survey on the known biprojective APN functions.

## 3. A survey on biprojective representations of known APN functions

We will now show that many known infinite families of APN functions

$$
F: \mathbb{M} \times \mathbb{M} \rightarrow \mathbb{M} \times \mathbb{M}
$$

where $\mathbb{M}=\mathbb{F}_{2^{m}}$ are ( $q, r$ )-biprojective. To the best of our knowledge these are the only known APN families that can be represented as biprojective functions.

- It is clear that the Gold functions $X \mapsto X^{2^{i}+1}$ can be written as $(q, q)$-biprojective functions, as

$$
(x+\beta y)^{2^{i}+1}=x^{2^{i}+1}+\beta\left(x^{2^{i}} y\right)+\beta^{2^{i}}\left(x y^{2^{i}}\right)+\beta^{2^{i}+1} y^{2^{i}+1}
$$

shows. When $m$ is odd, we can use $\beta=\omega \in \mathbb{F}_{4} \backslash \mathbb{F}_{2}$. In that case

$$
(\mathcal{G}) \quad F(x, y)=\left((1,0,1,1)_{2^{i}},(0,1,1,0)_{2^{i}}\right)
$$

- When $i=0$ (or $j=0$ ), i.e., $q=2^{0}=1$ and $r=2^{j}$ with $j>0$, then the resulting biprojective function can be written up to equivalence

$$
(\mathcal{C}) \quad F(x, y)=\left(x y,(a, b, c, d)_{r}\right),
$$

which is the family $\mathcal{C}$ introduced by Carlet [27]. Indeed, Carlet showed that $F$ is APN if and only if $a \neq 0$ and $g(x, 1) \neq 0$ for any $x \in \mathbb{M}$.

- Zhou and Pott found the following APN family [148] which also falls into the scheme of ( $q, r$ )-biprojective functions. The functions

$$
(\mathcal{Z P}) \quad F(x, y)=\left((1,0,0, d)_{2^{i}},(0,0,1,0)_{2^{j}}\right), \quad d \in \mathbb{M}^{\times}
$$

are APN if and only if $\operatorname{gcd}(i, m)=1, m$ is even and $d \neq a^{2^{i}+1}\left(b^{2^{i}}+b\right)^{1-2^{j}}$ for any $a, b \in \mathbb{M}$.

- In [136], Taniguchi found the following APN family
$(\mathcal{T}) \quad F(x, y)=\left((1,0, c, d)_{2^{i}},(0,0,1,0)_{2^{2 i}}\right), \quad c, d \in \mathbb{M}^{\times}$,
where $\operatorname{gcd}(i, m)=1, f(x, 1) \neq 0$ for any $x \in \mathbb{M}$. If $c=0$ and $m$ is even, then the corresponding function belongs to the Zhou-Pott family [136].

REmARK 9.2. Although not an infinite family, the $\kappa_{1}$-function (which is CCZ-equivalent to the $\kappa$-function whose representation is slightly more complicated) can be represented as a $(2,2)$ biprojective function:

$$
\kappa_{1}(x, y)=\left((b, 1,0, b+1)_{2},(0, b, b, b+1)_{2}\right)
$$

where $b$ is a root of $x^{3}+x+1$. We will see in the next chapter why this function is important.
Remark 9.3. Observe that (apart from the uniprojective Gold functions) all known biprojective APN functions have one part equivalent to $(0,0,1,0)_{q}$ (see Chapter 4 for the analogy to the commutative semifields case). This is also true for the $\kappa$-function (see [E, Remark V.3]). Recall that one aim of our thesis is to present techniques for functions with generic components (which we will do in the forthcoming chapters).

| Family | Function | Notes | Count | Proved in |
| :---: | :---: | :---: | :---: | :---: |
| $\mathcal{G}$ | $X^{q+1}$ | $q=2^{k}, \operatorname{gcd}(k, m)=1$ | $\frac{\varphi(2 m)}{2}$ | [57] |
|  | $\left((0,1,1,0)_{q},(1,0,1,1)_{q}\right)$ | $m$ odd. |  |  |
|  | $\left[(1,0, b, a)_{q},(0,1,1, b+1)_{q}\right)$ | $m$ even, $\operatorname{tr}_{\mathbb{M} / \mathbb{F}_{2}}(a)=1, b=\sum_{i=0}^{k-1} a^{2^{\tau}}$. |  |  |
| $\mathcal{C}$ | $\left(x y,(1, b, c, d)_{q}\right)$ | $\begin{gathered} q=2^{k}, 0<k<m \\ \operatorname{gcd}(k, m)=1, \\ x^{q+1}+b x^{q}+c x+d \neq 0 \text { for } x \in \mathbb{M} . \end{gathered}$ | $\begin{gathered} \frac{\varphi(m)}{2} \\ {[\mathrm{C}, \text { Thm. } 4,5]} \end{gathered}$ | [27] |
| $\mathcal{T}$ | $\left((1,0,1, d)_{q},(0,0,1,0)_{q^{2}}\right)$ | $\begin{gathered} q=2^{k}, 0<k<m \\ \operatorname{gcd}(k, m)=1 \\ x^{q+1}+x+d \neq 0 \text { for } x \in \mathbb{M} . \end{gathered}$ | $\begin{gathered} \geq \frac{\varphi(m)}{2}\left\lceil\frac{2^{m}+1}{3 m}\right\rceil \\ {[92]} \end{gathered}$ | [136] |
| $\mathcal{Z P}$ | $\left((1,0,0, d)_{q},(0,0,1,0)_{r}\right)$ | $\begin{gathered} q=2^{k}, r=2^{j}, 0<j, k<m, m \text { even } \\ \quad \operatorname{gcd}(k, m)=1 \\ d \neq a^{q+1}\left(b^{q}+b\right)^{1-r} \text { for } a, b \in \mathbb{M} . \end{gathered}$ | $\begin{gathered} \frac{\varphi(m)}{2}\left\lfloor\frac{m}{4}+1\right\rfloor \\ {[93]} \end{gathered}$ | [148] |
| $\mathcal{F}_{1}$ | $\left((1,0,1,1)_{q},(1,1,0,1)_{q^{2}}\right)$ | $\begin{gathered} q=2^{k}, \quad 0<k<m \\ \operatorname{gcd}(3 k, m)=1 \end{gathered}$ | $\begin{gathered} \frac{\varphi(m)}{2} \\ {[\mathrm{C}, \text { Thm. 5] }} \end{gathered}$ | [B] |
| $\mathcal{F}_{2}$ | $\left((1,0,1,1)_{q},(0,1,1,0)_{q^{3}}\right)$ | $\begin{gathered} q=2^{k}, \quad 0<k<m \\ \operatorname{gcd}(3 k, m)=1, m \text { odd } \end{gathered}$ | $\begin{gathered} \frac{\varphi(m)}{2} \\ {[\mathrm{C}, \mathrm{Thm} .5]} \end{gathered}$ | [B] |
| $\mathcal{F}_{4}$ | $\left((1,0,0, B)_{q},\left(0,1, \frac{a}{B}, 0\right)_{r}\right)$ | $\begin{gathered} q=2^{k}, \quad r=2^{k+m / 2}, \quad 0<k<m, \\ m \equiv 2(\bmod 4), \quad \operatorname{gcd}(k, m)=1, \\ a \in \mathbb{K}^{\times}, \quad B \in \mathbb{M}^{\times} \backslash\left(\mathbb{M}^{\times}\right)^{3}, \quad B^{q+r} \neq a^{q+1} . \end{gathered}$ | $\begin{gathered} \geq \frac{\varphi(m)}{2 m}\left(2^{\frac{m}{2}}-2\right) \\ {[\mathrm{C}, \text { Cor. } 1]} \end{gathered}$ | [C, Thm. 1] |

Table 6. Known infinite families of biprojective APN functions on $\mathbb{M} \times \mathbb{M}$

Remark 9.4. Table 6 lists all known biprojective APN families. We denote the families of Gold, Carlet, Taniguchi and Zhou-Pott functions by $\mathcal{G}, \mathcal{C}, \mathcal{T}$ and $\mathcal{Z P}$. We want to note that the first component of the Taniguchi functions is often also written (in our notation) as $(1,0, c, d)_{q}$. However, it is easy to verify that all values $c \neq 0$ are equivalent to the $c=1$ case and the $c=0$ case is a Zhou-Pott function.

## CHAPTER 10

## APN permutations

Permutations $P: \mathbb{F}_{p}^{n} \rightarrow \mathbb{F}_{p}^{n}$ find natural applications in cryptography, for instance as S-Boxes in the SPN construction of block ciphers which includes the cryptography standard AES. Particularly interesting are permutations that are simple in natural (polynomial) representations since simply represented functions usually satisfy some interesting properties in an extremal way. We have already seen some examples: Gold APN and Albert planar functions, both of which have the simplest monomial form in the most natural univariate notation, deliver the optimal differential behaviour.
Now, we explain how the classical constructions of PN/APN functions behave in terms of bijectivity.

- Gold functions $X \mapsto X^{2^{k}+1}$ (which are APN if and only if $\operatorname{gcd}(k, n)=1$ ) permute $\mathbb{F}_{2^{n}}$ if and only if $\operatorname{gcd}\left(2^{k}+1,2^{n}-1\right)=1$. This means that a Gold APN function is bijective if and only if $n$ is odd by Lemma 1.3. When $n$ is even, Gold APN functions are three-to-one on $\mathbb{F}_{2^{n}}^{\times}$. Finding APN permutations seem to be a difficult problem on even dimensions. An observation of Dobbertin [30] states that a monomial APN function $X \mapsto X^{d}$ is necessarily three-to-one (on $\mathbb{F}_{2^{n}}^{\times}$) when $n$ is even and bijective when $n$ is odd. The cryptographically interesting inverse function $X \mapsto X^{2^{n}-2}$ is always a permutation but not APN when $n$ is even (however, it is quite close to being APN).
- Planar functions cannot be bijective since for all nonzero $A \in \mathbb{F}_{p}^{n}$ one can always find an $X \in \mathbb{F}_{p}^{n}$ such that $F(X+A)-F(X)=0$ since the maps $X \mapsto F(X+A)-F(X)$ are necessarily bijective for a planar function $F$. Actually, Albert's planar maps $X \mapsto$ $X^{p^{k}+1}$ are always two-to-one on $\mathbb{F}_{p^{n}}^{\times}$noting again the requirement that $n / \operatorname{gcd}(k, n)$ is odd. Recall the result of Weng and Zeng that states that two-to-one DO mappings (on $\left.\mathbb{F}_{p^{n}}\right)$ are planar and the converse result of Kyureghyan and Pott: planar DO mappings are two-to-one (see Chapter 4).

These observations entail a natural question which is usually named "the big APN problem".
Problem 10.1. Do there exist APN permutations when $n$ is even?
To continue further, we need to explain another important cryptanalytic attack and the corresponding mathematical ideas behind it.

## 1. Fourier transform and linear attacks

Let $F: \mathbb{F}_{2}^{n} \rightarrow \mathbb{F}_{2}^{m}$ be a vectorial Boolean function and define for $(u, v) \in \mathbb{F}_{2}^{m} \times \mathbb{F}_{2}^{n}$ and $u \neq 0$,

$$
\lambda_{F}(u, v)=\#\left\{x \in \mathbb{F}_{2}^{n}:\langle u, F(x)\rangle=\langle v, x\rangle\right\}-2^{n-1} .
$$

Note that $\lambda_{F}$ measures how much information linear combinations of input and output bits leak. Similar to differential attacks, if for carefully chosen $u_{i}, v_{i}$ the value $\left|\lambda_{F}\left(u_{i}, v_{i}\right)\right|$ are all high, one
can devise a cryptanalysis of a cipher where the S-Box $F$ is used in several consecutive rounds, called linear cryptanalysis. The nonlinearity of a vectorial Boolean function is then defined as

$$
\mathrm{NL}_{F}=2^{n-1}-\max \left\{\left|\lambda_{F}(u, v)\right|:(u, v) \in \mathbb{F}_{2}^{m} \times \mathbb{F}_{2}^{n}, u \neq 0\right\} .
$$

Relevant to the concept is the Walsh transform of a Boolean function $f: \mathbb{F}_{2}^{n} \rightarrow \mathbb{F}_{2}$, defined as

$$
\widehat{f}(v)=\sum_{x \in \mathbb{F}_{2}^{n}}(-1)^{f(x)}(-1)^{\langle v, x\rangle}
$$

which is the Fourier transform of $\tilde{f}: \mathbb{F}_{2}^{n} \rightarrow\{-1,1\}$, where $\tilde{f}=(-1)^{f}$. We naturally extend the definition to cover vectorial Boolean functions $F: \mathbb{F}_{2}^{n} \rightarrow \mathbb{F}_{2}^{m}$ as (for $u \in \mathbb{F}_{2}^{m}, v \in \mathbb{F}_{2}^{n}$ ),

$$
\widehat{F}(u, v)=\sum_{x \in \mathbb{F}_{2}^{n}}(-1)^{\langle u, F(x)\rangle\rangle+\langle v, x\rangle},
$$

which can be seen as the collection of the Walsh transforms of the component Boolean functions $F_{u}=\langle u, F\rangle$. The linearity of $F$ is defined by

$$
\mathrm{L}_{F}=\max \left\{|\widehat{F}(u, v)|:(u, v) \in \mathbb{F}_{2}^{m} \times \mathbb{F}_{2}^{n}, u \neq 0\right\}
$$

Observe that $\widehat{F}(u, v)=2 \lambda_{F}(u, v)$.
To deduce the optimal (minimal) absolute value of $\lambda_{F}$ for a (vectorial) Boolean function $F$ : $\mathbb{F}_{2}^{n} \rightarrow \mathbb{F}_{2}^{m}$ one uses the following fundamental identity for Boolean function $f: \mathbb{F}_{2}^{n} \rightarrow \mathbb{F}_{2}$,

$$
\sum_{v \in \mathbb{F}_{2}^{n}}(\widehat{f}(u))^{2}=2^{2 n}
$$

known as Parseval's identity, which immediately gives

$$
\mathrm{L}_{F} \geq 2^{n / 2}
$$

When $n$ is even, the bound is sharp for every $m \leq n / 2$ (that is to say, there are functions $F$ satisfying the bound with equality). The functions satisfying the bound are called bent functions which then necessarily satisfy

$$
\widehat{F}(u, v)= \pm 2^{n / 2}, \text { for all } u \in \mathbb{F}_{2}^{m}, v \in \mathbb{F}_{2}^{n} \text { with } u \neq 0
$$

The following extended definition of differential uniformity of Chapter 3 is only natural (we only require the Boolean case - odd characteristic or even arbitrary abelian group generalizations are straightforward). A vectorial Boolean function $F: \mathbb{F}_{2}^{n} \rightarrow \mathbb{F}_{2}^{m}$ is called perfect nonlinear if

$$
\delta_{F}(a, b)=\left|\left\{x \in \mathbb{F}_{2}^{n}: F(x+a)+F(x)=b\right\}\right|=2^{n-m}
$$

for all $(a, b) \in \mathbb{F}_{2}^{n} \times \mathbb{F}_{2}^{m}$ with $a \neq 0$. When $n$ is even and $m \leq n / 2$, a (vectorial) Boolean function $F$ is bent if and only if $F$ is perfect nonlinear.
We will restrict our attention to the vectorial Boolean case $n=m$. Recall that the optimal differential uniformity in this case is two and is satisfied by APN functions. When $n$ is odd, the bound (which also holds for $n$ even)

$$
\mathrm{L}_{F} \geq 2^{(n+1) / 2}
$$

is sharp and attained by almost bent ( $\mathbf{A B}$ ) functions. In that case

$$
\widehat{F}(u, v) \in\left\{0, \pm 2^{(n+1) / 2}\right\}, \text { for all } u \in \mathbb{F}_{2}^{n}, v \in \mathbb{F}_{2}^{n} \text { with } u \neq 0
$$

Remark 10.2. The Walsh spectra of affine and quadratic (recall that these always refer to the algebraic degree) Boolean functions are well-known. For an affine function it is $\left\{0, \pm 2^{n}\right\}$ and for a quadratic function $\left\{0, \pm 2^{k_{f}}\right\}$ for some $k_{f} \geq n / 2$ which is fixed by the quadratic function $f$. The
determination of $k_{f}$ for a given function can be done via the theory of quadratic forms (i.e., a quadratic function with no affine part), which shows that every possible $k_{f}$ is attained by some quadratic function. In the bent case (i.e., $k_{f}=n / 2$ ), the value 0 does not appear in the spectrum and when $k_{f}>n / 2$ it always does which can easily be seen by Parseval's identity. A Boolean function that has the spectrum of a quadratic or an affine function is called plateaued, and the vectorial Boolean functions all of whose components are plateaued are called component-wise plateaued. See [121, Section 7.2] for quadratic forms over finite fields and [121, Section 9.1], [30] for Boolean functions.

When $n$ is odd, every AB function is APN and every plateaued APN function is AB (See [121, Section 9.2], [104, 128] for more on $\mathrm{AB} / \mathrm{APN} / \mathrm{PN}$ functions). However, there are APN functions that are not AB (e.g., the inverse and Dobbertin power functions).

When $n$ is even, the optimal value for $L_{F}$ is unknown. The best known value is attained for instance by the Gold and the Kasami power functions and is $\mathrm{L}_{F}=2^{(n+2) / 2}$.

When $n$ is even, define the set of non-bent components of $F$ by

$$
\mathrm{NB}_{F}=\left\{u \in \mathbb{F}_{2}^{n}: F_{u} \text { is not bent }\right\}
$$

Berger et al. [12, Corollary 3] showed that for a component-wise plateaued APN function $F$ (the proof of the quadratic sub-case is due to Nyberg [123, Theorem 10]), we have

$$
\begin{equation*}
\left|\mathrm{NB}_{F}\right| \leq 1+\frac{2^{n}-1}{3} \tag{3}
\end{equation*}
$$

The importance of these results for us is related to the following character theoretic characterization [115, Theorem 7.7] of bijectivity of $F: \mathbb{F}_{2}^{n} \rightarrow \mathbb{F}_{2}^{n}$.
Theorem 10.3. A vectorial Boolean function $F$ is bijective if and only if

$$
\widehat{F_{u}}(0)=\sum_{x \in \mathbb{F}_{2}^{n}}(-1)^{\langle u, F(x)\rangle}=0
$$

for all $0 \neq u \in \mathbb{F}_{2}^{n}$.
Thus, a component-wise plateaued APN function $F$ cannot be bijective by (3).
REMARK 10.4 (Hermite's criterion). Another characterization of the bijectivity of $F: \mathbb{F}_{p^{n}} \rightarrow \mathbb{F}_{p^{n}}$ is known as Hermite's criterion [115, Lemma 7.3 and Theorem 7.4] and states that $F$ is bijective if and only if

$$
\sum_{x \in \mathbb{F}_{p^{n}}} F(x)^{d}= \begin{cases}0 & \text { if } 0 \leq d \leq p^{n}-2 \\ -1 & \text { if } d=p^{n}-1\end{cases}
$$

## 2. Dillon's idea

Let $n=2 m$ be even. A non-bijective APN function $F$ might be equivalent to a bijective APN function $G$, if the notion of equivalence

- preserves being APN, and
- does not necessarily preserve being bijective.

The EA- and CCZ-equivalences both satisfy these two properties. A component-wise plateaued APN function cannot be bijective, thus if we want to select $F$ to be component-wise plateaued, we have to avoid EA-equivalence since it preserves being component-wise plateaued as well. However, CCZ-equivalence does not necessarily preserve this property. Noting that many known APN
families are quadratic (and that it covers the EA-equivalence), the choice of CCZ-equivalence for this purpose is quite logical.

This is the crux of Dillon's idea:
(i) find a sufficient condition to decide whether a function $F$ is CCZ-equivalent to a bijection $G$, and then,
(ii) on small dimensions $m \geq 3$, try every known APN family/sporadic function.

Denote by

$$
Z_{\widehat{F}}=\left\{(u, v) \in \mathbb{F}_{2^{n}} \times \mathbb{F}_{2^{n}}: \widehat{F}(u, v)=0\right\} \cup\{(0,0)\}
$$

the set of zeroes of the Walsh transform. In fact, Browning et al. [20] found a necessary and sufficient condition which then gives a method to check whether an APN function $f$ is CCZ-equivalent to a permutation.
Theorem 10.5. [20] A vectorial Boolean function $F: \mathbb{F}_{2^{n}} \rightarrow \mathbb{F}_{2^{n}}$ is CCZ-equivalent to a permutation if and only if there exist two $n$-dimensional subspaces

$$
U, V \subseteq Z_{\widehat{F}} \subseteq \mathbb{F}_{2^{n}} \times \mathbb{F}_{2^{n}}
$$

such that $U \cap V=\{(0,0)\}$.
Browning et al. [20] tried every known APN function at that time for $3 \leq m \leq 5$ and found an APN permutation when $m=3$.

Theorem 10.6. The $\kappa$-function defined by

$$
\kappa: X \mapsto X^{3}+X^{10}+U X^{24},
$$

is CCZ-equivalent to an APN permutation with $U \in \mathbb{F}_{2^{6}}$ satisfying $U^{6}+U^{4}+U^{3}+U=1$.
The function $\kappa$ is the only known APN function (up to CCZ-equivalence) on an even dimension over $\mathbb{F}_{2}$ that is equivalent to a permutation. Thus "the big APN problem" is defined on even dimensions larger than six.
Remark 10.7. For a bijection $F: \mathbb{F}_{2^{n}} \rightarrow \mathbb{F}_{2^{n}}$, the vector spaces $U, V$ of Theorem 10.5 are

$$
U=\{0\} \times \mathbb{F}_{2^{n}} \text { and } V=\mathbb{F}_{2^{n}} \times\{0\} .
$$

For $\kappa$, these are

$$
U=u_{1} \mathbb{F}_{2^{3}} \times u_{2} \mathbb{F}_{2^{3}} \text { and } V=v_{1} \mathbb{F}_{2^{3}} \times v_{2} \mathbb{F}_{2^{3}},
$$

for some $u_{1}, u_{2}, v_{1}, v_{2} \in \mathbb{F}_{2^{m}}^{\times}$with $u_{1} \neq v_{1}$ and $u_{2} \neq v_{2}$. That is to say, instead of the direct products of the $\mathbb{F}_{2^{n}}$-vector space with the trivial vector space, direct products of $\mathbb{F}_{2^{n / 2}}$-vector spaces are employed. This nice structure is partly a consequence of the fact that $\kappa$ is a $(q, r)$ biprojective function. Note that for a $q$-biprojective $f: \mathbb{F}_{2^{m}} \times \mathbb{F}_{2^{m}} \rightarrow \mathbb{F}_{2^{m}}$, we have

$$
\widehat{f}(u,(v, w))=\widehat{f}\left(a^{q+1} u,(a v, a w)\right)
$$

for all $a \in \mathbb{F}_{2^{m}}$.

## 3. Results on bijectivity of uni- and biprojective functions

In the following we will solve the following fundamental problems on bijectivity of uniprojective (Gold) and biprojective functions.
Problem 10.8. The following problems are natural problems we solve in this thesis on uni- and biprojective functions.
(i) Decide whether Gold APN functions are CCZ-equivalent to permutations.

Dillon's idea leads to APN permutations when used with the $(q, q)$-biprojective function $\kappa$. The question whether the most natural infinite family of APN functions (i.e., the uniprojective Gold functions) are equivalent to permutations on even dimensions is a very natural one, since they are equivalent to permutations on odd dimensions and they are $(q, q)$-biprojective (recall that biprojectivity is a natural generalization of uniprojectivity). We will give a negative answer to this question in Chapter 11.
(ii) Classify ( $q, q$ )-biprojective permutations.

We showed that $(q, r)$-biprojective functions in bivariate representation are natural generalizations of uniprojective functions in univariate representation. Inspecting their bijective behaviour is also a natural direction. We will classify $(q, q)$-biprojective permutations and fractional $q$-projective permutations in Chapter 12. This result covers and generalizes main results from numerous recent papers solving many problems listed in them.
(iii) Classify ( $q, q$ )-biprojective APN functions.

This will decide whether Dillon's APN permutation arising from $\kappa$-function on $\mathbb{F}_{2}^{6}$ is generalizable. As we will see, it turns out that the $\kappa$-function is an anomaly and every $(q, q)$-biprojective APN function (when $n>6$ ) is CCZ-equivalent to a Gold APN function. Together with the solution of the relevant problem that shows that Gold APN functions are not CCZ-equivalent to permutations, we will deduce that if a $(q, q)$-biprojective APN function is CCZ-equivalent to a permutation then it must be the $\kappa$-function. This will be done in Chapter 13.
(iv) Find more ( $q, r$ )-biprojective APN functions.

Finding new APN functions is already a difficult problem. Here, we further restrict ourselves to the more difficult problem of finding biprojective APN functions. Given that the only known APN permutation is equivalent to a biprojective one, this problem is also interesting regarding the "big APN problem". We will find new $\left(q, q^{2}\right)$ - and $\left(q, q^{3}\right)$-biprojective APN families in Chapter 14. However, we will also show that they are not equivalent to permutations on small extensions.
(v) Determine equivalences between ( $q, r$ )-biprojective APN functions.

Checking inequivalences of APN functions are usually done by checking invariants with the help of a computer. Finding a generic theoretical method for checking inequivalences of APN functions is an important problem. We give a method for the large superclass of $(q, r)$-biprojective functions in Chapter 15.

REMARK 10.9. Similar classification problems on ( $q, r$ )-biprojective functions seem to be very difficult. Nevertheless, we will give some positive and negative results in forthcoming chapters.

## CHAPTER 11

## APN maps that are not CCZ-equivalent to permutations on even extensions [H]

The main result of this chapter is the following theorem which solves Problem 10.8 (i). See Table 5 for the definitions of Gold and Kasami APN functions.

Theorem 11.1. The following monomial APN functions are not CCZ-equivalent to permutations.
(i) Gold functions on $\mathbb{F}_{2^{n}}$ when $n$ even,
(ii) Kasami functions on $\mathbb{F}_{2^{n}}$ when $n$ divisible by 4 .

First, let us explain the method.

## 1. APN families/functions that are not CCZ-equivalent to bijections

We only need the sufficiency part of the condition in Theorem 10.5 to find APN permutations using Dillon's idea. On the contrary, in order to rule out families, it is enough to have a necessary condition. A simpler condition would be helpful for both theoretical and practical purposes. Now, the following is a simpler necessary (but not sufficient) condition which follows from the proof of Theorem 10.5, implicit in [H, Section 3] and proved in full in [61, Condition 2].
Theorem 11.2. If a vectorial Boolean function $F: \mathbb{F}_{2^{n}} \rightarrow \mathbb{F}_{2^{n}}$ is CCZ-equivalent to a permutation then there exist $\mathbb{F}_{2}$-vector spaces $S, T \subseteq \mathrm{NB}_{F} \subseteq \mathbb{F}_{2^{n}}$ such that $S+T=\mathbb{F}_{2^{n}}$.

We define the vector

$$
\mathbf{N}_{F}=\left[\eta_{d}\left(\mathrm{NB}_{F}\right): 0 \leq d \leq n\right],
$$

where $\eta_{d}(S)$ is the number of $\mathbb{F}_{2}$-vector spaces of dimension $d$ in $S$. This vector is shown to be an EA-invariant for vectorial functions in [61].
Theorem 11.2 has the following bound as corollary.
Corollary 11.3. If $F: \mathbb{F}_{2}^{n} \rightarrow \mathbb{F}_{2}^{n}$ is equivalent to a permutation then

$$
\eta_{n / 2}\left(\mathrm{NB}_{F}\right) \geq 2
$$

## 2. The method

The analysis is naturally divided into two cases.
(i) If $4 \mid n$, we will show that the non-bent components of Gold and Kasami APN functions cannot contain an $\mathbb{F}_{2}$-vector space of dimension $n / 2$, which by Corollary 11.3 implies that they cannot be equivalent to a permutations.
Gold and Kasami APN functions are component-wise plateaued and thus have large bent sets. These sets are highly structured. The following table lists bent components
of Gold and Kasami functions which state that if $F$ is a Gold or Kasami APN function then $\mathrm{NB}_{F}=\left(\mathbb{F}_{2^{n}}\right)^{3}$.

| Family | Monomial | Conditions | Proved in |
| :---: | :---: | :---: | :---: |
| Gold | $\operatorname{tr}\left(\alpha X^{2^{i}+1}\right)$ | $\operatorname{gcd}(i, n)=1, \alpha \in \mathbb{F}_{2^{n}}^{\times} \backslash\left(\mathbb{F}_{2^{n}}^{\times}\right)^{3}$ | folklore |
| Kasami | $\operatorname{tr}\left(\alpha X^{2^{2 i}-2^{2}+1}\right)$ | $\operatorname{gcd}(i, n)=1, \alpha \in \mathbb{F}_{2^{n}}^{\times} \backslash\left(\mathbb{F}_{2^{n}}^{\times}\right)^{3}$ | $[46,144]$ |

TABLE 7. Bent components of APN monomials on $\mathbb{F}_{2^{n}}$
(ii) If $4 \nmid n$, the analysis is more difficult.

## 3. Doubly even dimension

(i) The following lemma, which gives a bound on the maximum dimension of an $\mathbb{F}_{2}$-vector space in $\left(\mathbb{F}_{2^{n}}\right)^{3}$, is key to proving our main result in this chapter. Let $n=2 m$ and $\mathbb{F}=\mathbb{F}_{2^{n}}$. The odd $m$ case of the following lemma is easy.

Lemma 11.4. Let $\left[\mathbb{F}: \mathbb{F}_{2}\right]=2 m$ and $U \subseteq(\mathbb{F})^{3}$ be an $\mathbb{F}_{2}$-subspace of $\mathbb{F}$. Then

$$
\operatorname{dim} U \leq \begin{cases}m, & \text { if } m \text { is odd } \\ m-1, & \text { if } m \text { is even }\end{cases}
$$

The proof employs a double summation argument and the following classical result of Carlitz. In $[H]$, we denote by $\chi(e)=(-1)^{\operatorname{Tr}(e)}$.

Theorem 11.5 (Carlitz). [33, Theorem 1] Let $\left[\mathbb{F}: \mathbb{F}_{2}\right]=2 m$. Define

$$
\mathrm{Cz}(a):=\sum_{x \in \mathbb{F}} \chi\left(a x^{3}\right)
$$

We have

$$
\mathrm{Cz}(a)= \begin{cases}2^{2 m}, & a=0 \\ (-1)^{m+1} 2^{m+1}, & a \in\left(\mathbb{F}^{\times}\right)^{3} \\ (-1)^{m} 2^{m}, & a \in \mathbb{F}^{\times} \backslash\left(\mathbb{F}^{\times}\right)^{3}\end{cases}
$$

The theorem of Carlitz can be seen as the Walsh transforms $\widehat{F_{\beta}}(0)$ of components $F_{\beta}$ of Gold and Kasami APN functions.
(ii) When $m$ is even, the non-bent components of Gold and Kasami functions cannot contain $\mathbb{F}_{2}$-vector spaces of dimension $m=n / 2$ by Lemma 11.4 and by Table 7 . By Corollary 11.3, we prove the following.

Corollary 11.6. Gold and Kasami APN functions on a doubly-even-degree extension of $\mathbb{F}_{2}$ are not equivalent to permutations.

## 4. Oddly even dimension

Let $\left[\mathbb{F}: \mathbb{F}_{2}\right]=n=2 m$ with $m$ odd (i.e., $n$ is oddly even) and $\mathbb{K}=\mathbb{F}_{2^{m}}$.
(i) Theorem 10.5 and Theorem 10.3 together implies the following necessary condition for an APN function to be CCZ-equivalent to a permutation.

Proposition 11.7. If $F: \mathbb{F} \rightarrow \mathbb{F}$ is CCZ-equivalent to a permutation of $\mathbb{F}$, then there exist two $\mathbb{F}_{2}$-linear maps $S, T$ of $\mathbb{F}$ such that for all $\alpha \in \mathbb{F}^{\times}$,

$$
\sum_{x \in \mathbb{F}} \chi(T(\alpha) F(x)+S(\alpha) x)=0
$$

with $\operatorname{rank} T \geq m$.
(ii) It is easy to see that $c \mathbb{K}$ where $c \in\left(\mathbb{F}^{\times}\right)^{3}$ are maximal $\mathbb{F}_{2}$-vector spaces in cubes. The following theorem (proved by Sziklai) shows that the $\mathbb{F}_{2}$-vector spaces in cubes with maximal dimension $m$ are precisely the vector spaces $c \mathbb{K}$ above.

Theorem 11.8. [135, Theorem 1.1] If $d \mid(q+1)$, then in $\mathbb{F}_{q^{2}}$ (any characteristic) the only $q$-subsets with the property that the difference of any two elements is always a $d$-th power are $\alpha^{d} \mathbb{F}_{q}$ for some $\alpha \in \mathbb{F}_{q^{2}}^{\times}$.

Recall that in our case $m$ is odd, $q=2^{m}$ and $3 \mid(q+1)$.
(iii) Now restricting the linear map $T$ of Proposition 11.7 to have $\operatorname{Im} T=c \mathbb{K}$ for some $c \in\left(\mathbb{F}^{\times}\right)^{3}$, and an intricate analysis, we prove the main result of the paper.

Theorem 11.9. Gold APN functions on an oddly-even-degree extension of $\mathbb{F}_{2}$ are not equivalent to permutations.

We refer to the original paper $[\mathrm{H}, \mathrm{pp} .15-19]$ for the lengthy proof using triple exponential sums.

## CHAPTER 12

## Classification of $(q, q)$-biprojective and fractional $q$-projective permutations [D]

Classification of bijections of $\mathbb{F}_{p^{n}}$ induced by the monomials $X^{d} \in \mathbb{F}_{p^{n}}[X]$ is well-known.
The mapping $X \mapsto X^{d}$ permutes $\mathbb{F}_{p^{n}}$ if and only if $\operatorname{gcd}\left(d, p^{n}-1\right)=1$.
Thus, the standard gcd arguments of Lemma 1.3 immediately provides the classification of bijective uniprojective (Gold) mappings $G_{k}: X \mapsto X^{p^{k}+1}$.

The mapping $G_{k}$ permutes $\mathbb{F}_{p^{n}}$ if and only if $p=2$ and $n / \operatorname{gcd}(k, n)$ is odd.
In this chapter, we are going to produce full classification results on bijections induced by

- $(q, q)$-biprojective functions of the form:

$$
\begin{aligned}
F: \mathbb{L} \times \mathbb{L} & \rightarrow \mathbb{L} \times \mathbb{L} \\
(x, y) & \mapsto(f(x, y), g(x, y)),
\end{aligned}
$$

where $f$ and $g$ are $q$-biprojective polynomials, and

- fractional $q$-projective functions of the form

$$
\begin{aligned}
\pi: \mathcal{P}^{1}(\mathbb{L}) & \rightarrow \mathcal{P}^{1}(\mathbb{L}) \\
x & \mapsto \frac{\phi_{f}(x)}{\phi_{g}(x)},
\end{aligned}
$$

where $\phi_{f}$ and $\phi_{g}$ are $q$-projective polynomials.
For fractional $q$-projective functions, we require that
(i) $\phi_{f}$ and $\phi_{g}$ do not have a common zero in $\mathbb{L}$, and
(ii) $q+1 \in\left\{\operatorname{deg} \phi_{f}, \operatorname{deg} \phi_{g}\right\}$.

These two conditions can succinctly be described as (see Lemma 1.6 in Chapter 1) " $\phi_{f}$ and $\phi_{g}$ do not have a common zero in $\mathcal{P}^{1}(\mathbb{L})$."

In this chapter, we classify

- $(q, q)$-biprojective permutations under the natural action of $\mathrm{GL}(2, \mathbb{L}) \times \mathrm{GL}(2, \mathbb{L})$ where $(L, M) \in \mathrm{GL}(2, \mathbb{L})^{2}$ acts on $F$ as $L^{-1} \circ F \circ M$, and
- fractional $q$-projective permutations under the natural action of $\operatorname{PGL}(2, \mathbb{L}) \times \operatorname{PGL}(2, \mathbb{L})$ where $(\mu, \nu) \in \operatorname{PGL}(2, \mathbb{L})^{2}$ acts on $\pi$ as $\mu^{-1} \circ \pi \circ \nu$,
as described in Chapter 3 (see also [D, Sections 1 and 2] and [E, Section III]). The corresponding notions of equivalence are denoted by $\approx$ and $\sim$ respectively (in the notation of the thesis, these are $\sim_{\mathfrak{L}}$ and $\sim_{\mathfrak{M}}$ respectively).

Remark 12.1. If we consider the division $\phi_{f} / \phi_{g}$ to be formal (i.e., cancellations carried out only for units in $\mathbb{L}$ ), then the notions of equivalence coincide (as in Lemma 1.4), that is to say $F_{f_{1}, g_{1}} \approx F_{f_{2}, g_{2}}$ if and only if $\pi_{f_{1}, g_{1}} \sim \pi_{f_{2}, g_{2}}$. Since we do not assume $\operatorname{gcd}\left(\phi_{f}, \phi_{g}\right)=1$, the actual division may collapse two $\sim$-equivalence classes to one. However, we show that this does not happen for the cases that are important to our classification (see [D, Section 6.4]).

The next section derives the result that the two types of permutations are closely related.

## 1. The projective-affine correspondence between $\pi$ and $F$

The two types $F$ and $\pi$ of permutations are related to each other, akin to the correspondence between the affine plane and the projective line.

- Suppose that $F_{f, g}=(f, g)$ is a $(q, q)$-biprojective permutation of $\mathbb{L} \times \mathbb{L}$ where

$$
f=\left(a_{q+1}, a_{q}, a_{1}, a_{0}\right)_{q} \text { and } g=\left(b_{q+1}, b_{q}, b_{1}, b_{0}\right)_{q} .
$$

Then fixing $y=0$ (similar for $x=0$ ) we immediately see that we must have

$$
\left(a_{q+1}, b_{q+1}\right) \neq(0,0),
$$

and

$$
\operatorname{gcd}(q+1, r-1)=1,
$$

since the map $x \mapsto x^{q+1}$ permutes $\mathbb{L}$ if and only if $\operatorname{gcd}(q+1, r-1)=1$.

- Now (w.l.o.g.) assume (exactly) one of $a_{q+1}=0$ and $b_{q+1}=0$ holds, and consider

$$
\begin{equation*}
G(x, y)=F_{f, g}(x y, y)=\left(y^{q+1} f(x, 1), y^{q+1} g(x, 1)\right), \tag{4}
\end{equation*}
$$

for $y \neq 0$. If $0 \notin\left\{a_{q+1}, b_{q+1}\right\}$, one can then consider $\left(f, b_{q+1} f-a_{q+1} g\right) \approx(f, g)$.

- Assume (w.l.o.g.) that $b_{q+1}=0$ (otherwise use $(g, f) \approx(f, g)$ ). Then, we must have
(i) $g(x, 1) \neq 0$ for all $x \in \mathbb{L}$, and
(ii) $\pi_{f, g}(x)=\frac{f(x, 1)}{g(x, 1)}$ is a permutation of $\mathbb{L}$, which implies $f\left(x_{0}, 1\right)=0$ for unique $x_{0} \in \mathbb{L}$,
by (4).
- These mean that $\pi_{f, g}(x)$ permutes $\mathcal{P}^{1}(\mathbb{L})$. Note that since we also assume that $y \mapsto$ $y^{q+1}$ permutes $\mathbb{L}^{\times}$, these conditions are sufficient for $F_{f, g}$ to be a permutation.

Therefore, for $q$-biprojective polynomials $f, g \in \mathbb{L}[x, y]$, we have
Proposition 12.2. The function $F_{f, g}:(x, y) \mapsto(f(x, y), g(x, y))$ is a permutation of $\mathbb{L} \times \mathbb{L}$ if and only if the following hold
(i) $\operatorname{gcd}(q+1, r-1)=1$,
(ii) $q+1 \in\left\{\operatorname{deg}_{x}(f), \operatorname{deg}_{x}(g)\right\}$,
(iii) $f(x, 1)=0=g(x, 1)$ is not satisfied for $x \in \mathbb{L}$, and
(iv) $\pi_{f, g}(x)=\frac{f(x, 1)}{g(x, 1)}$ permutes $\mathcal{P}^{1}(\mathbb{L})$.

## 2. The classification theorem

We show that fractional $q$-projective (and therefore ( $q, q$ )-biprojective) permutations exist if and only if the characteristic is two and in that case there are two classes of such permutations.

The following diagram and its annotations describe our setting in characteristic two in order to carefully define the permutations.

Notation 12.3. Let

$$
\begin{aligned}
& \mathbb{L}=\mathbb{F}_{r}, \\
& \mathbb{K}=\mathbb{F}_{q}, \\
& \mathbb{D}=\mathbb{F}_{s}=\mathbb{K} \cap \mathbb{L}, \\
& \mathbb{M}=\mathbb{F}_{t}=\mathbb{K} \cdot \mathbb{L}, \quad l \in \mathbb{N}, \\
& s=2^{k}, \quad l>k \in \mathbb{N}, \\
& s=2^{d}, \quad d=\operatorname{gcd}(l, k), \\
& t=2^{m}, \quad m=\operatorname{lcm}(l, k)
\end{aligned}
$$



- $\omega^{2}+\omega=\epsilon_{2} \in \mathbb{L}^{\prime}$,
- $\omega^{q}+\omega=\epsilon_{q} \in \mathbb{L}$,
- $k^{\prime}=2^{i} k^{\prime \prime}$, with $k^{\prime \prime}$ odd,
- $k=d k^{\prime}, l=d l^{\prime}$,
- $\operatorname{gcd}\left(k^{\prime}, l^{\prime}\right)=1$,
- $\delta \in \mathbb{K}$ with $\delta+\epsilon_{2} \in \mathbb{L}$,
- $q=2^{k}, r=2^{l}, s=2^{d}$.
$\mathbb{F}_{2} / d$
Let $\epsilon_{q} \in \mathbb{L}$ be an element satisfying $\operatorname{tr}_{\mathbb{L} / \mathbb{D}}\left(\epsilon_{q}\right)=1$. Then there exists $\omega \in \overline{\mathbb{L}^{\prime}}$ satisfying $\omega+\omega^{q}=\epsilon_{q}$ and $\omega+\omega^{2}=\epsilon_{2} \in \mathbb{L}^{\prime}$ (as shown in $[\mathbb{D}$, Lemma 4.1]). Let $\delta \in \mathbb{K}$ be defined as

$$
\delta= \begin{cases}0 & \text { if }[\mathbb{K}: \mathbb{D}]=k^{\prime} \text { is odd } \\ \epsilon_{2}+z & \text { if }[\mathbb{K}: \mathbb{D}]=k^{\prime} \text { is even }\end{cases}
$$

where $z \in \mathbb{L}$ satisfies $z^{q}+z=\epsilon_{q}^{2}+\epsilon_{q}$ with $\operatorname{tr}_{\mathbb{L} / \mathbb{F}_{2}}(z)=1$. Such $\delta$ exists and is easy to determine by [D, Theorem 5.11] and same for all $\epsilon_{q}$.

THEOREM 12.4. Let $\pi(x)$ be a fractional $q$-projective permutation of $\mathcal{P}^{1}(\mathbb{L})$ over a finite field $\mathbb{L}$ of arbitrary characteristic. Then, $\operatorname{char}(\mathbb{L})=2$ and $\pi(x)$ is projectively equivalent to, either
(i)

$$
\pi(x) \sim \frac{x^{q+1}+\left(\epsilon_{q}+1\right) x+\epsilon_{2}+\delta+\epsilon_{1}}{x^{q}+x+\epsilon_{q}}
$$

with $\operatorname{tr}_{\mathbb{D} / \mathbb{F}_{2}}\left(\epsilon_{1}\right)=1$, or
(ii)

$$
\pi(x) \sim \frac{x^{q+1}+\left(\epsilon_{q}+1\right) x+\epsilon_{2}+\delta}{x^{q}+x+\epsilon_{q}}
$$

Remark 12.5. Another (and possibly simpler) way of phrasing this classification is as follows.

- Every fractional projective bijection of $\mathcal{P}^{1}(\mathbb{L})$ is equivalent to

$$
\pi_{\alpha}: x \mapsto \frac{x^{q+1}+\left(\epsilon_{q}+1\right) x+\alpha}{x^{q}+x+\epsilon_{q}}
$$

for some $\alpha \in \mathbb{L}$ such that $\alpha^{q}+\alpha=\epsilon_{q}^{2}+\epsilon_{q}$, and all such $\alpha$ gives bijections.

- $\pi_{\alpha} \sim \pi_{\beta}$ if and only if $\operatorname{tr}_{\mathbb{L} / \mathbb{F}_{2}}(\alpha)=\operatorname{tr}_{\mathbb{L} / \mathbb{F}_{2}}(\beta)$. and there exist such $\alpha_{0}, \alpha_{1} \in \mathbb{L}$ satisfying $\operatorname{tr}_{\mathbb{L} / \mathbb{F}_{2}}\left(\alpha_{0}\right)=0$ and $\operatorname{tr}_{\mathbb{L} / \mathbb{F}_{2}}\left(\alpha_{1}\right)=1$.

Remark 12.6. When $[\mathbb{L}: \mathbb{D}]=l^{\prime}$ is odd, the classification becomes simpler. In that case, $\pi(x)$ is projectively equivalent to, either

$$
\begin{equation*}
\pi(x) \sim x^{q+1} \sim \frac{x^{q+1}}{x^{q}+x+1}, \text { or }, \tag{i}
\end{equation*}
$$

(ii)

$$
\pi(x) \sim \frac{x^{q+1}+\epsilon_{1}}{x^{q}+x+1}
$$

with $\operatorname{tr}_{\mathbb{D} / \mathbb{F}_{2}}\left(\epsilon_{1}\right)=1$.

## 3. The method

We first note that the class of $(q, q)$-biprojective functions of $\mathbb{L} \times \mathbb{L}$ is in one-to-one correspondence with the following subclass of Dembowski-Ostrom polynomials over $\mathbb{L}(\xi)$ where $[\mathbb{L}(\xi): \mathbb{L}]=2$. Recall that $|\mathbb{L}|=r$ and let

$$
D_{q}=\{q+1, r(q+1), q+r, q r+1\} .
$$

The subclass of Dembowski-Ostrom polynomials we mentioned above is defined by

$$
\begin{equation*}
R(X)=\sum_{d \in D_{q}} A_{d} X^{d}, \quad A_{d} \in \mathbb{L}(\xi) . \tag{5}
\end{equation*}
$$

It is straightforward to see by $\mathbb{L}(\xi)=\mathbb{L}+\xi \mathbb{L}$ (i.e., writing $X \in \mathbb{L}(\xi)$ as $X=x+\xi y$ for $x, y \in \mathbb{L}$ ) that all $R$ (when $\mathbb{L}(\xi)=\mathbb{L}+\xi \mathbb{L}$ is viewed as $\mathbb{L} \times \mathbb{L}$ ) describe $(q, q)$-biprojective functions and simple counting shows that the two families are in one-to-one correspondence. Let $R(x+\xi y)=f(x, y)+\xi g(x, y)$ where $f, g$ are $q$-biprojective. One can define the fractional $q$-projective function

$$
\pi_{R}: x \mapsto \frac{f(x, 1)}{g(x, 1)},
$$

whenever $f, g$ do not have common $\mathcal{P}^{1}(\mathbb{L})$-zeroes. We call this process projectivization. Note that different choices for the basis $\{1, \xi\}$ lead to equivalent $(q, q)$-biprojective and fractional $q$-projective functions under $\approx$ and $\sim$ respectively.

Method 12.7. Let $\operatorname{char}(\mathbb{L})=2$ and $\pi_{1}, \pi_{2}$ be the two fractional $q$-projective permutations of Theorem 12.4. Let $F_{1}, F_{2}$ be the two corresponding $(q, q)$-biprojective functions.
(i) First we identify $\pi_{1}, \pi_{2}$ in a different way.

- (The case $[\mathbb{L}: \mathbb{D}]$ is odd.) Then,
(a) $\pi_{1}$ is the projectivization of $X^{j}$ for some $j \in\{q+1, q+r\}$ depending on whether $[\mathbb{K}: \mathbb{D}]$ is odd or even; and
(b) $\pi_{2} \sim x^{q+1}$.
- (The case $[\mathbb{L}: \mathbb{D}]$ is even.) Then, $\pi_{1}, \pi_{2}$ are projectivizations of $X^{j}$ where $j \in$ $\{q+1, q+r\}$.
These are proved in [D, Sections 7.2 and 7.3].
(ii) In the odd $[\mathbb{L}: \mathbb{D}]$ case: the corresponding $(q, q)$-biprojective function $F_{1}$ is bijective by a simple gcd consideration on $X^{j}$. One proves the bijectivity of $\pi_{1}$ immediately by Proposition 12.2. Bijectivity of $\pi_{2}$ is clear, again by a simple use of gcd.

In the even $[\mathbb{L}: \mathbb{D}]$ case: $F_{1}, F_{2}$ are not bijective, again by gcd conditions. The bijectivity of $\pi_{1}, \pi_{2}$ is proved by representing $\pi_{1}$ and $\pi_{2}$ in a univariate way (see [D, Proposition 7.4]).
(iii) The converse (i.e., every fractional $q$-projective bijection is equivalent to one of $\pi_{1}, \pi_{2}$ ) is proved using the discrete Fourier transform (DFT). For a function $F: \mathbb{L} \rightarrow \mathbb{L}$, define

$$
\mathfrak{f}_{j}= \begin{cases}F(0) & \text { if } j=0, \\ -\sum_{y \in \mathbb{L}} F(y) y^{-j} & \text { if } 1 \leq j \leq|\mathbb{L}-1|,\end{cases}
$$

where $-j=|\mathbb{L}|-1-j$. The following fact is well-known.
Lemma 12.8. The function $F$ satisfies $F(x)=\sum_{j=0}^{|\mathbb{L}|-1} \mathfrak{f}_{j} x^{j}$.
Now, using the (fractional) polynomial forms of $\pi$ and an effective use of DFT, we deduce several contradictions via the Hermite's criterion (see Remark 10.4). We prove that every fractional $q$-projective bijection $\pi$ is equivalent to $\pi_{1}$ or $\pi_{2}$. The details are in [D, Sections 6.1, 6.2, and 6.3].
(iv) The final step concerns the full classification. We show that $\pi_{1}$ and $\pi_{2}$ are inequivalent using the definition of equivalence $\sim$ directly (see [D, Section 6.5]). That is to say, there are no $\mu_{1}, \mu_{2} \in \operatorname{PGL}(2, \mathbb{L})$ such that $\pi_{1}=\mu_{1} \circ \pi_{2} \circ \mu_{2}$.

## 4. Results on the roots of $q$-projective polynomials

A large portion of $[\mathrm{D}$, Sections 4 and 5$]$ is devoted to the roots of $q$-projective polynomials with one zero in $\mathcal{P}^{1}(\mathbb{L})$.
Let

$$
I_{1}(q, \mathbb{L})=\left\{b \in \mathbb{L}: x^{q+1}+x+b \text { has one } \mathbb{L} \text {-zero }\right\} .
$$

These sets are quite important (see Chapter 13).

- We provide ( $\left[\mathrm{D}\right.$, Theorem 5.13]) $\left(2^{d}+1\right.$ )-to-one mappings $f_{\delta+\epsilon}: \mathbb{L} \rightarrow I_{1}(q, \mathbb{L})$ generalizing [45, Theorem 6.1] (which is also the main result of [68, Theorem 1]) which requires $d=\operatorname{gcd}(k, l)=1$ to the arbitrary $d$ case.
- We provide a method (see [D, Remark 5.14]) to explicitly (i.e., depending only on $y$ and a parameter $c \in \mathbb{K}$ ) determine all $q+1$ roots of $x^{q+1}+x+f_{\delta+\epsilon}(y)$. These methods are extendable to $I_{j}(q, \mathbb{L})$ for any number of $\mathbb{L}$-roots $j$ a $q$-projective polynomial allows. These results are essential in our study of $q$-projective polynomials and used quite often in the thesis. A less explicit description was given by Bluher [18, Theorem 2.5] which we heavily use.
- We give an alternative proof to Theorem 12.4. The proof is more direct but quite complicated. Our aim is, again, to provide a method which is essential for the study of combinatorial objects that arise from $q$-projective polynomials as exemplified for instance by the results in the next chapter.


## 5. Related results

Motivated by the cryptographic applications, quite a few papers have been published recently [139, 138, 111, 110, 114, 137] on permutations of type (5) for special cases of parameters $(p, k, l)$. Recall that $p^{k}=q$ and $p^{l}=r$. By Lemma 1.3 and Proposition 12.2, $\operatorname{gcd}(q+1, r-1)=$

1 is required for the permutations of the form (5), the condition $p=2$ is necessary for these polynomials to be permutations.

- In [139], some permutations of type (5) were given when $(p, k, l)=(2,1$, odd $)$.
- In [138], more permutations of type (5) were given when $(p, k, l)=(2,1$, odd) , and it was conjectured that these are all such permutations.
- In [111], it was proved that the permutations given in [139, 138] covers all such permutations when $(p, k, l)=(2,1$, odd $)$.
- In $[110,114]$, some permutations of type (5) were given when $(p, k, l)=(2, k$, odd $)$, with the additional restriction $\operatorname{gcd}(k, l)=1$, and it was conjectured that these are all such permutations. The authors raised equivalence questions on the found classes.

In [D], we solve all these problems not just for the specific parameters but for all ( $p, k, l$ ) using the setting $\mathbb{L} \times \mathbb{L}$, instead of the univariate setting $\mathbb{L}(\xi)$ of the form (5). Namely, we give all $q$-biprojective permutations of $\mathbb{L} \times \mathbb{L}$ for all $(p, k, l)$ without any restriction on the parity of $l$ or $\operatorname{gcd}(k, l)$. This is equivalent to determining all permutations of the form (5) as we have shown above. Further, we give a complete classification under $\mathbb{L}$-linear equivalence solving the equivalence problems raised by the authors, again in our setting and for all $(p, k, l)$.
Moreover, recall that our classification of $q$-biprojective permutations of $\mathbb{L} \times \mathbb{L}$ arose from the classification of the fractional $q$-projective permutations of $\mathcal{P}^{1}(\mathbb{L})$. Proposition 12.2 states that the classification of the fractional $q$-projective permutations is stronger, since one does not need the requirement $\operatorname{gcd}(q+1, r-1)=1$ or $p=2$. Note that the fractional $q$-projective permutations has not been studied before to the best of our knowledge.
In the papers [110, 114, 137], the authors analyzed the cryptographic boomerang uniformity property of the permutations given in $[111,110,114]$. In $[D$, Section 7], we proved that all of the permutations in the cited papers are equivalent to Gold permutations (and the degenerate doubly-Gold permutation in one case), hence they are not new.

Remark 12.9. Since the publication of [D], three more papers [97, 143, 113] have appeared that are mostly covered by [D].

## CHAPTER 13

## Classification of ( $q, q$ )-biprojective APN functions $[\mathbb{E}]$

Our aim in this this chapter is to classify $(q, q)$-biprojective functions $\mathcal{V}_{q, \mathbb{L}} \times \mathcal{V}_{q, \mathbb{L}}$, under the equivalence relation $\approx_{\mathfrak{L}}$ induced by the action of $\mathrm{GL}(2, \mathbb{L}) \times \mathrm{GL}(2, \mathbb{L})$ (the left and right application). As observed in Chapter 6, it is enough to consider representatives from the orbits of $q$-projective polynomials $\mathcal{V}_{q, \mathrm{~L}}$ under the equivalence relation $\sim_{\mathfrak{M}}$ induced by the action of $\mathbb{L}^{\times} \times \operatorname{PGL}(2, \mathbb{L})$ (scaling and right application).
We say that $\mathcal{S}_{q, \mathbb{L}} \subseteq \mathcal{V}_{q, \mathbb{L}}$ is a representative set of $\mathcal{V}_{q, \mathbb{L}}$ if (denoting by $[f]_{\sim}$ the equivalence class of $f$ under $\sim$ )

$$
\left[\mathcal{S}_{q, \mathbb{L}}\right]_{\sim_{M}}=\bigcup_{f \in \mathcal{S}_{q, \mathbb{L}}}[f]_{\sim_{M}}=\mathcal{V}_{q, \mathbb{L}} .
$$

Define the sets (recalling that $Z_{f}$ is the number of $\mathcal{P}^{1}(\mathbb{L})$-zeroes of $f$ )

$$
\begin{aligned}
D_{0} & =\left\{(0,0,0,0)_{q}\right\}, \\
D_{1} & =\left[(0,0,0,1)_{q}\right]_{\sim_{M M}}, \\
D & =D_{0} \cup D_{1}, \\
\Pi_{j} & =\left\{f \in \mathcal{V}_{q, \mathbb{L}} \backslash D:\left|Z_{f}\right|=j\right\},
\end{aligned}
$$

for $j \in\left\{0,1,2, p^{\delta}+1\right\}$ where $\delta=\operatorname{gcd}(k, l)$.
In [E, Section 3], we determine the orbits of $q$-projective polynomials when $p=2$ and $\delta=$ $\operatorname{gcd}(k, l)=1$. The fact that $\Pi_{0}$ has one orbit was established in [C, Lemma 7].
We then deduce [E, Lemma 3.6] a representative set of $\mathcal{V}_{q, \mathbb{L}}$.
Lemma 13.1. Let $p=2, q=2^{k}, \delta=\operatorname{gcd}(k, l)=1$, and

$$
S=\left\{(0,0,0,0)_{q},(0,0,0,1)_{q},(0,0,1,0)_{q}\right\} \cup\left\{(1,0,0, a)_{q}: a \in \mathbb{L}^{\times}\right\}
$$

(i) If $l$ is odd then

$$
\mathcal{S}_{q, \mathbb{L}}=S \cup\left\{(0,1,1,0)_{q}\right\} \cup \Pi_{0} .
$$

(ii) If $l$ is even then

$$
\mathcal{S}_{q, \mathbb{L}}=S \cup \Pi_{1} .
$$

Then $\mathcal{S}_{q, \mathbb{L}}$ is a representative set for $\mathcal{V}_{q, \mathbb{L}}$.

## 1. The method

In this chapter we prove the following theorem.
Theorem 13.2. Let $q=2^{k}, r=2^{l}, \mathbb{L}=\mathbb{F}_{2^{l}}$ with $0<k<l$ and $F: \mathbb{L} \times \mathbb{L} \rightarrow \mathbb{L} \times \mathbb{L}$ be a $(q, q)$-biprojective function. Then $F$ is APN if and only if $\operatorname{gcd}(k, l)=1$, and
(i) $l$ is even and $F \approx_{\mathfrak{L}} G_{q+1}$ or $F \approx_{\mathfrak{L}} G_{q+r}$, or
(ii) $l$ is odd, $k$ is odd, and $F \approx_{\mathfrak{L}} G_{q+1}$, or
(iii) $l$ is odd, $k$ is even, and $F \approx_{\mathfrak{L}} G_{q+r}$, or
(iv) $l=3$ and $F \approx_{\mathfrak{L}} \kappa$.

The biprojective maps $G_{s}: \mathbb{L} \times \mathbb{L} \rightarrow \mathbb{L} \times \mathbb{L}$ with $s \in\{q+1, q+r\}$ are the so-called Gold maps $X \mapsto X^{s}$ in the univariate notation with a suitable identification of the vector spaces (see Chapter 3).

Method 13.3. (i) Deduce $[\mathbb{E}$, Proposition 5.1] that $\operatorname{gcd}(k, l)=1$ is necessary.
(ii) Use $\mathcal{S}_{q, \mathbb{L}}$ of Lemma 13.1 and analyse case by case:
(a) The case $f \in\left\{(0,0,0,0)_{q},(0,0,0,1)_{q}\right\}$ is trivial.
(b) The case $f \in\left\{(0,0,1,0)_{q}\right\}$ is handled by [ $\mathbb{E}$, Lemmas 4.2 and 4.3].

The only allowed case is when $\mathbb{L}=\mathbb{F}_{2^{3}}$ and the corresponding function is $\kappa$. In this part, we use a method using properties of Dillon-Dobbertin difference sets.
(c) The case $f \in\left\{(1,0,0, a)_{q}\right\}$ reduces to (b).
(iii) Now we analyze the last case: $(f, g) \in \Pi_{1} \times \Pi_{1}$ when $l$ is even.

We must have $r f(x, 1)+s g(x, 1) \in \Pi_{1}$ for every $(r, s) \in \mathbb{L} \times \mathbb{L} \backslash\{(0,0)\}$ otherwise it falls into one of the above cases (some details require care [ $\mathbb{E}$, Proposition 5.5]). That is to say

$$
\pi(x)=\frac{f(x, 1)}{g(x, 1)}=\frac{s}{r}
$$

has a unique solution $x \in \mathbb{P}^{1}(\mathbb{L})$ for every $s / r \in \mathbb{P}^{1}(\mathbb{L})$, i.e., $x \mapsto \pi(x)$ is bijective. That is to say

$$
F \approx_{\mathfrak{L}} G_{q+1} \text { or } F \approx_{\mathfrak{L}} G_{q+r}
$$

by Method 12.7. Thus the problem of classifying biprojective APN function has reduced to the classification of fractional projective permutations.

The case when $l$ is odd is much more involved but similarly natural. We use the $\operatorname{PGL}(2, \mathbb{L})$ action and exploit transitivity of the action on $\Pi_{1}$. The proof $[\mathbb{E}$, Proposition 5.6] again boils down to the classification of fractional $q$-projective permutations of the last chapter.

REmARK 13.4. (i) Combining with previous results we deduce that a $(q, q)$-biprojective APN function $F$ over $\mathbb{L} \times \mathbb{L}$ is CCZ-equivalent to a permutation if and only if $l=3$ and $F \approx_{\mathfrak{L}} \kappa$.
(ii) The problem we solved is one of the open problems listed by Carlet in [29, Section 3.7] where important problems on cryptographic functions was surveyed.
(iii) The special case $k=1$ was solved in [34] using results from [109, 103, 60]. Thus, our theorem generalizes the main results of $[34,109,103,60]$.
(iv) Another idea to attack the problem is to identify a class of functions that includes $\kappa$ when $l=3$ and also are CCZ-equivalent to permutations for larger $l$. This is the case of the so-called butterfly construction [127] which requires $l$ to be odd. We show in [ $\mathbb{E}$, Remark V.4] that a subcase of $[\mathbb{E}$, Proposition V.2] (which is a subcase of the main theorem) strictly generalizes the butterfly construction. Thus, our theorem also generalizes the main results of $[26,25]$.
(v) The proof is based on three concepts:

- zeroes of projective polynomials [18],
- properties of Dillon-Dobbertin difference sets [46], and
- recent classification of fractional projective permutations over finite fields [D].
(vi) The proof avoids the use of Weil bound (which usually allows only small degree cases) and is purely combinatorial.


## CHAPTER 14

## Hybrid Gold functions [B]

The main aim of $[B]$ was

- to introduce ( $q, r$ )-biprojectivity,
- to introduce a method to find ( $q, r$ )-biprojective APN functions, and
- to introduce two infinite families of such functions.

As we have seen in Chapter 10, the $\kappa$-function, which is ( 2,2 )-biprojective, is CCZ-equivalent to an APN permutation of $\mathbb{F}_{2^{3}} \times \mathbb{F}_{2^{3}}$. This was our motivation to investigate $(q, q)$-biprojective functions. However, we have seen in the last chapter that $(q, q)$-biprojective APN functions are not CCZ-equivalent to permutations on larger dimensions. One of the main motivation of studying ( $q, r$ )-biprojective functions was finding new APN functions that might be equivalent to permutations. The main theorem is [B, Theorem III.1].

Theorem 14.1. The following ( $q, r$ )-biprojective functions

$$
F:(x, y) \mapsto(f(x, y), g(x, y))
$$

are $A P N$ on $\mathbb{F}_{2^{m}} \times \mathbb{F}_{2^{m}}$.

$$
F=\left\{\begin{array}{lll}
\left((1,0,1,1)_{2^{i}},(1,1,0,1)_{2^{2 i}}\right) & \operatorname{gcd}(i, m)=1, \operatorname{gcd}(3, m)=1 & \left(\mathcal{F}_{1}\right), \\
\left((1,0,1,1)_{2^{i}},(0,1,1,0)_{2^{3 i}}\right) & \operatorname{gcd}(i, m)=1, \operatorname{gcd}(6, m)=1 & \left(\mathcal{F}_{2}\right), \\
\left((0,1,1,0)_{2},\left(1, u, u^{3}, u^{13}\right)_{2^{3}}\right) & m=5 \text { and } u^{5}+u^{2}=1 & \left(\mathcal{F}_{3}\right) .
\end{array}\right.
$$

Remark 14.2. Note that left and right parts of functions from Families $\mathcal{F}_{1}$ and $\mathcal{F}_{2}$ are left or right parts of some Gold functions. This idea of construction used later in the pre-semifield Family $S$ of [A] by using left and right parts of Albert's twisted fields.

We were not able to find a function CCZ-equivalent to a permutation. However, we found the only example (apart from the Gold and $\kappa$ functions) of a quadratic APN function that has at least two $m$-dimensional $\mathbb{F}_{2}$-vector spaces in their non-bent components (i.e., that satisfies Corollary 11.3) which is a necessary condition for being equivalent to a permutation. Also there are only three quadratic APN families that have at least one $m$-dimensional $\mathbb{F}_{2}$-vector space in their non-bent components one of which is a family found in this section. The following proposition lists known APN functions and families that have at least one $m$ dimensional $\mathbb{F}_{2}$-vector spaces in its non-bent components.

Proposition 14.3. We have the following bounds for the following APN functions $F: \mathbb{F}_{2^{2 m}} \rightarrow$ $\mathbb{F}_{2^{2 m}}$, when $m$ is odd.
(i) If $F(X)=X^{2^{k}+1}$ with $\operatorname{gcd}(k, n)=1$, then $\eta_{m}\left(\mathrm{NB}_{F}\right)=\left(2^{m}+1\right) / 3$.
(ii) if $F=\kappa$, then $\eta_{m}\left(\mathrm{NB}_{F}\right)=2$.
(iii) if $F \in \mathcal{F}_{3}$, then $\eta_{m}\left(\mathrm{NB}_{F}\right)=2$.
(iv) If $F(X)=X^{3}+\operatorname{tr}\left(X^{9}\right)$, then $\eta_{m}\left(\mathrm{NB}_{F}\right) \geq 1$.
(v) If $F \in \mathcal{F}_{2}$, then $\eta_{m}\left(\mathrm{NB}_{F}\right) \geq 1$.

## 1. The method

Method 14.4. (i) First we prove
Lemma 14.5. Let $(x, y) \mapsto F(x, y)=(f(x, y), g(x, y))$ be a ( $q, r$ )-biprojective mapping of $\mathbb{F}_{2^{m}} \times \mathbb{F}_{2^{m}}$. Then $F$ is APN if and only if the pair of equations

$$
\mathrm{D}_{f}^{u}(x, y)=0=\mathrm{D}_{g}^{u}(x, y)
$$

has exactly two solutions for each $u \in \mathcal{P}^{1}\left(\mathbb{F}_{2^{m}}\right)$.
This is the analogue of the PN function case of Lemma 6.1. A slight variation of D with the notation $E$ is used for the method (see [B, Lemma 4.1]). In fact, this version is chronologically the first instance of the approach of this thesis.
(ii) We write the ( E variant of) polarizations for all $u \in \mathcal{P}^{1}\left(\mathbb{F}_{p^{m}}\right)$ (other than a few exceptions which should be handled separately)

$$
\begin{align*}
x+x^{q} & =M_{f}^{u}(y),  \tag{6}\\
x+x^{q^{k}} & =M_{g}^{u}(y), \tag{7}
\end{align*}
$$

where $M_{*}^{u}$ are $\mathbb{F}_{2}$-linear maps determined by $\mathbf{E}$. Note that $\left(\mathbb{F}_{q} \cap \mathbb{F}_{2^{m}}\right) \times\{0\}$ are common solutions and $\mathbb{F}_{q} \cap \mathbb{F}_{2^{m}}=\mathbb{F}_{2}$ should be satisfied, for $F$ to be APN, i.e., $\operatorname{gcd}(k, m)=1$. Consider the $\mathbb{F}_{2}$-linear operator

$$
\mathcal{L}(\alpha, \beta)=\sum_{l=0}^{k-1} \alpha^{q^{l}}+\beta .
$$

It is easy to see

$$
\mathcal{L}\left(x+x^{q}, x+x^{q^{k}}\right)=0 .
$$

Define

$$
L_{F}^{u}(y)=\mathcal{L}\left(M_{f}^{u}(y), M_{g}^{u}(y)\right) .
$$

We deduce that $\operatorname{ker} L_{F}^{u}$ contains all $y \in \mathbb{F}_{p^{m}}$ such that $(x, y)$ is a common solution of (6) and (7) for some $x \in \mathbb{F}_{p^{m}}$. Now (6) and (7) have no common solutions other than $\mathbb{F}_{2} \times\{0\}$ if and only if
(a) $\operatorname{ker} L_{F}^{u}=\{0\}$; or,
(b) $\operatorname{ker} L_{F}^{u} \supsetneq\{0\}$ and for all nonzero $y_{u} \in \operatorname{ker} L_{F}^{u} \backslash\{0\}$, we have $\operatorname{tr}\left(M_{f}^{u}\left(y_{u}\right)\right)=1$ by Hilbert's Theorem 90,
for all $u \in \mathcal{P}^{1}\left(\mathbb{F}_{p^{m}}\right)$ (other than some simple exceptions mentioned above). See $[\mathrm{B}$, Section IV] for details.
(iii) When $k=2$, the linear maps satisfy $L_{F}^{u}(y)=a(u) y^{q^{2}}+b(u) y^{q}+c(u) y$ for some maps $a, b, c$. These maps, via $L_{F}^{u}(y)=y \phi_{u}\left(y^{q-1}\right)$, are related to a $q$-projective polynomial $\phi_{u}$. Since we require $\mathbb{F}_{q} \cap \mathbb{F}_{2^{m}}=\mathbb{F}_{2}$, or equivalently, $\operatorname{gcd}\left(q-1, p^{m}-1\right)=1$, we have ker $L_{F}^{u}=\{0\}$ if and only if $\phi_{u}$ has no $\mathbb{F}_{p^{m} \text {-zeroes. We proceed to show that all } \phi_{u}, ~}^{\text {. }}$ are equivalent under the $\operatorname{PGL}\left(2, \mathbb{F}_{p^{m}}\right)$ action to the canonical projective polynomial $\phi(y)=y^{q+1}+y+1$ which has no $\mathbb{F}_{p^{m-z e r o e s}}$ if $3 \nmid m$. This proves that $\mathcal{F}_{1}$ is APN.
When $k=3$, the proof is substantially more difficult. We show that $L_{F}^{\prime} u=L_{F}^{u}+$ $\alpha(u)\left(L_{F}^{u}\right)^{q}$ where $L_{F}^{u}$ is as in $\mathcal{F}_{1}$. Then determine $\operatorname{ker} L_{F}^{\prime u}=\left\{0, y_{u}\right\}$ and show that $\operatorname{tr}\left(M_{f}^{\prime u}\left(y_{u}\right)\right)=1$. This proves that $\mathcal{F}_{2}$ is APN.
(iv) The proof for $\mathcal{F}_{3}$ is computerized.

## 2. Related results

Two papers have appeared recently that extend Family $\mathcal{F}_{1}$.

- Li et al. [112] had the interesting idea to add bilinear terms to both components $f$ and $g$ of Family $\mathcal{F}_{1}$ to get new APN functions.
- Calderini et al. [24] noticed that in the Family $\mathcal{F}_{1}$, the condition $3 \nmid m$ can be removed by modifying Method 14.4 to allow the use of $\phi_{a}(y)=y^{q+1}+y+a$ instead of $\phi_{1}=y^{q+1}+y+1$ for Family $\mathcal{F}_{1}$.


## 3. Equivalence results

The rest of the paper is devoted to showing that the families $\mathcal{F}_{1}, \mathcal{F}_{2}$ contain new APN functions that are not contained in previously known families. This is done in [B, Section VI]. For every dimension $m$, two (but not all) of the APN functions of Family $\mathcal{F}_{1}$ belong to an APN family given by Budaghyan et al. in [22]. We give [B, Proposition VI.2] a detailed study on the equivalences of the family of Budaghyan et al. and show that they are equivalent to either Gold $\mathcal{G}$, Carlet $\mathcal{C}$ or $\mathcal{F}_{1}$. The inequivalence results use the invariant $\eta_{d}\left(\mathrm{NB}_{F}\right)$ we introduced before [B, Tables I,II and III] and are computerized which is a common practice in the field. In the next chapter (explaining the results of [C]), we give a method to determine inequivalences of biprojective APN functions theoretically.

## CHAPTER 15

## Equivalences of ( $q, r$ )-biprojective APN functions [C]

First, let us explain the main contributions of [C].

## 1. Contributions

Let $\mathbb{M}=\mathbb{F}_{2^{m}}$ and $\mathbb{L}=\mathbb{F}_{2^{m / 2}}$.

- We introduce a method to determine equivalences between biprojective functions [C, Section 4] and provide a full classification for the known ( $q, r$ )-biprojective APN functions [C, Theorem 6].

TheOrem 15.1. Let $m>2, m \neq 6$ and the $\left(q_{1}, r_{1}\right)$ - and $\left(q_{2}, r_{2}\right)$-biprojective functions

$$
F, G: \mathbb{M} \times \mathbb{M} \rightarrow \mathbb{M} \times \mathbb{M}
$$

be in distinct families from the following list (see Table 6):
(i) The Gold functions $\mathcal{G}$,
(ii) The Zhou-Pott functions $\mathcal{Z P}$,
(iii) The Taniguchi functions $\mathcal{T}$, with $(q, m) \neq(2,4)$,
(iv) $\mathcal{F}_{1}$ with $(q, m) \neq(2,4)$,
(v) $\mathcal{F}_{2}$,
(vi) $\mathcal{F}_{4}$,
(vii) The Carlet functions $\mathcal{C}$ for $m$ odd.

Then $F, G$ are CCZ-inequivalent.

This is a comprehensive list settling the equivalence question for the large super-class of ( $q, r$ )-biprojective APN functions. We establish a method to check whether a putative new ( $q, r$ )-birojective APN family is equivalent to a function belonging to the large corpus of known biprojective APN families.

- The Family $\mathcal{F}_{4}$ is introduced in [C, Theorem 1]. In the statement of the following theorem, we have $Q=|\mathbb{L}|=2^{m / 2}$.

Theorem 15.2. Let $B \in \mathbb{M}^{\times} \backslash\left(\mathbb{M}^{\times}\right)^{3}$ and $a \in \mathbb{L}^{\times}$be such that $B^{q+r} \neq a^{q+1}$. let

$$
F: \mathbb{M} \times \mathbb{M} \rightarrow \mathbb{M} \times \mathbb{M}
$$

be defined as

$$
F:(x, y) \mapsto F(x, y)=\left((1,0,0, B)_{q},(0,1, a / B, 0)_{r}\right)
$$

where $q=2^{k}$ with $m \equiv 2(\bmod 4), \operatorname{gcd}(k, m)=1$ and $r=q Q$. Then $F$ is APN.
Note that this family is analogous to our semifield family $\mathcal{S}$ of $[\mathrm{A}]$.

- Equivalences between functions $F, G$ that belong to the same biprojective family are determined (see [C, Theorem 5]). In particular, we determine the equivalences of Carlet's family $\mathcal{C}$ for all dimensions, settling the open problem of Kaspers and Zhou [93, Section 6]. Arguably, the Family $\mathcal{C}$ provides the most natural biprojective functions due to the simplicity of its definition. However, the techniques for analyzing this family is harder than the other biprojective families.
- We show that the family $\mathcal{F}_{4}$ produces an exponential number of pairwise inequivalent APN functions. This is only the second such family in the literature. Quite recently, the Taniguchi family $\mathcal{T}$ was shown to produce an exponential number of pairwise inequivalent APN functions in [92] by Kaspers and Zhou. Moreover, our work simplifies this and similar proofs of such results by introducing a natural group theoretic method which works not just for the family $\mathcal{T}$, but for all $(q, r)$-biprojective families.


## 2. The method

The method is based on Method 8.5. However there are key differences. As explained in Chapter 9 , equivalences of vectorial functions in even and odd characteristic differs considerably. While in the commutative semifield case (see [A, Remark 6.3]) addressing linear equivalence of planar functions is enough, in the quadratic APN function case one requires extended linear equivalence. In [C, Section 4] we address this issue and give a method for the EL-equivalence case.
As explained in [C, Theorem 3], the family $\mathcal{C}$ requires special treatment (since it is $(1, q)$ projective). We address these problems in [C, Section 5]. An example of such considerations is interesting on its own. In [C, Lemma 7], where we determine the orbits of $q$-projective polynomials under the action of $\mathbb{M}^{\times} \times \operatorname{PGL}(2, \mathbb{M})$ when $q=2^{k}$ and $\operatorname{gcd}(k, m)=1$.

The remaining parts [C, Sections 6 and 7$]$ are intricate analyses required to prove our main theorem.

## CHAPTER 16

## The discrete logarithm problem (DLP) and projective polynomials [F, G]

Modern cryptography is based on two paradigms: public key (asymmetric) cryptography and secret key (symmetric) cryptography. The goal in public key cryptography is to establish a secret key required by symmetric cryptographic algorithms which is then employed to establish a fast and secure transmission. Perfect (or highly) nonlinear functions are usually employed as building blocks of symmetric key algorithms. We have studied these functions in previous chapters with the help of projective polynomials.

A major (and the first) key establishment algorithm is the Diffie-Hellman (DH) key agreement protocol [44] which is closely related to the Discrete Logarithm Problem (DLP). In this chapter, we will show that projective polynomials are useful in attacking the discrete logarithm problem on finite fields. In the case of perfect and almost perfect nonlinear functions over $\mathbb{L}$, we have seen that projective polynomials with no (or few) solutions in $\mathbb{L}$ are critical. In this chapter, we explore the other extreme: we use $q$-projective polynomials from $\mathbb{L}[X]$ that splits in $\mathbb{L}$ (i.e., that have as many solutions in $\mathbb{L}$ as their polynomial degree $q+1$ ).

## 1. DLP and Diffie-Hellman key agreement algorithm

Let $G=\langle g\rangle$ be a cyclic group. Suppose that $A$ and $B$ want to establish a secret key. Both parties generate random integers $a, b$ and compute $g^{a}, g^{b}$ respectively and transmit these to each other. Both can now compute $g^{a b}$ which is then established as the secret key.

Given $h \in G$, the discrete logarithm problem is to find an integer $0 \leq i<|G|$ such that $g^{i}=h$ (denoted by $\log _{g}(h)=i$. It is clear that an attacker intercepting the communication of $A$ and $B$, and that can solve the DLP on $G$ efficiently, can compute $g^{a b}$ as well. Therefore the security of the DH key agreement protocol depends on the tractability of the DLP.

## 2. Algorithms for the DLP

The Pohlig-Hellman algorithm reduces the DLP on an arbitrary group $G$ with $|G|=\prod p_{i}^{e_{i}}$ to DLPs in cyclic groups of prime order $p_{i}$. The two other important generic algorithms for the DLP are the baby step-giant step algorithm and Pollard's rho algorithm, which require time polynomial in $\sqrt{|G|}$.
In this thesis, we are interested in the multiplicative group $\mathbb{F}_{p^{n}}$ of a finite field, especially when $p$ is small compared to the order $p^{n}$. The index calculus method leads to a faster algorithm in this case (see [82, Section 4.1] for a history and extensive references).

Method 16.1 (Index calculus). Let $\mathcal{F}=\left\{x_{i}: i \in I\right\}$ be a subset of $G=\langle g\rangle$ (containing $g$ ) called the factor base.
(i) Relation generation: Collect enough multiplicative relations of the form

$$
\prod_{i \in I} x_{i}^{d_{i}}=\prod_{j \in I} x_{j}^{e_{j}},
$$

so that the linear relations

$$
\sum_{i \in I} d_{i} \log _{g} x_{i} \equiv \sum_{j \in I} e_{j} \log _{g} x_{j} \quad(\bmod |G|)
$$

in indeterminates $x_{i}$ generate a (uniquely) solvable system.
(ii) Linear algebra: Solve the system to find the non-zero solution which gives the logarithms of the factor base elements.
(iii) Individual logarithm: Let $h \in G$ be the element whose logarithm is required. Write $h$ in terms of factor base elements

$$
h=\prod_{i \in I} x_{i}^{d_{i}}
$$

which then allows one to compute the discrete logarithm of $h$.
Other than Part (ii) which can be simply done by well-known algorithms such as Structured Gaussian Elimination, Lanczos, and Wiedemann algorithms [106], how to solve Parts (i) and (iii) is not immediate. Actually, the specific way one solves these tasks determines the complexity of the whole algorithm. When one specializes in the DLP on the multiplicative group of a finite field $\mathbb{F}_{p^{n}}$, which is viewed as the quotient ring $\mathbb{F}_{p}[X] /(F)$ where $F$ is a degree $n$ irreducible polynomial, the notion of the Euclidean norm function degree on $\mathbb{F}_{p}[X]$ becomes important in the index calculus method. (In this chapter, by the degree we will mean the polynomial degree.) First of all, the factor base is usually selected in such a way that it contains all polynomials that have degrees smaller than or equal to a bound $m$. Secondly, in Part (iii) of the index calculus method, an element $h$ (with arbitrary degree) is usually written progressively as a product of lower degree elements in an iterative manner until the expression contains only the elements of degrees smaller than or equal to $m$, that is to say, the elements that are in the factor base.

Definition 16.2. A polynomial $f \in \mathbb{F}_{p}[X]$ is said to be $m$-smooth if it factors into irreducible polynomials of degree less than or equal to $m$.

The following result gives an estimate for the probability that a degree $n$ polynomial to be $m$-smooth which is essential for the complexity analysis of classical index calculus methods.

THEOREM 16.3. $[54,124]$ The probability that an arbitrary degree $n$ polynomial $f \in \mathbb{F}_{p}[X]$ is $m$-smooth is $u^{-u+o(1)}$ where $u=n / m$.

In this thesis, we are going to concentrate on the original contributions of $[\mathrm{F}, \mathrm{J}, \mathrm{G}]$ that improve Part (i) and Part (iii) of the index calculus method. These contributions arise from the properties of the central objects of this thesis - projective polynomials. Our approach in this chapter reflects the general theme and is based on projective polynomials. We refer to the comprehensive surveys $[124,125,82,64,84]$ and the textbook [75, Chapters $2,3,4,6,15$ ] for the details that are omitted here.

## 3. Function field sieve

The following is a brief explanation of the variant introduced by Joux and Lercier [81], where the function field sieve is explained in an elementary way. Let $\mathbb{F}_{q^{n}}$ be the finite field in which
discrete logarithms are to be solved where $q$ is a prime power. In order to represent $\mathbb{F}_{q^{n}}$, choose two univariate polynomials $g_{1}, g_{2} \in \mathbb{F}_{q}[X]$ of degrees $d_{1}$ and $d_{2}$ respectively. Then whenever $X-g_{1}\left(g_{2}(X)\right)$ possesses a degree $n$ irreducible factor $F \in \mathbb{F}_{q}[X]$, one can represent $\mathbb{F}_{q^{n}}$ in two related ways. In particular, let $x \in \mathbb{F}_{q^{n}}$ be a solution of $F(X)=0$, and let $y=g_{2}(x)$, so that by construction $x=g_{1}(y)$ as well. These relations give an explicit isomorphism between $\mathbb{F}_{q}(x)$ and $\mathbb{F}_{q}(y)$, both of which represent $\mathbb{F}_{q^{n}}$.

In the most basic version of the algorithm (which also leads to the best complexity) one chooses $d_{1} \approx d_{2} \approx \sqrt{n}$, and considers elements of $\mathbb{F}_{q^{n}}$ represented by:

$$
x y+a y+b x+c, \quad \text { with } a, b, c \in \mathbb{F}_{q} .
$$

Substituting $x$ by $g_{1}(y)$, and $y$ by $g_{2}(x)$, we obtain the following equality in $\mathbb{F}_{q^{n}}$ :

$$
\begin{equation*}
x g_{2}(x)+a g_{2}(x)+b x+c=y g_{1}(y)+a y+b g_{1}(y)+c \tag{8}
\end{equation*}
$$

The factor base consists simply of the degree one elements of $\mathbb{F}_{q}(x)$ and $\mathbb{F}_{q}(y)$ (i.e., evaluations of all degree one polynomials in $\mathbb{F}_{q}[X]$ at $x$ and $y$, that is to say, $x+u$ and $y+u$ for all $\left.u \in \mathbb{F}_{q}\right)$. Then for every triple $(a, b, c)$ for which both sides of (8) split over $\mathbb{F}_{q}$ (i.e., when all of its roots are in $\mathbb{F}_{q}$ ) in the factor base, one obtains a relation. Once more than $2 q$ such relations have been collected, one performs a linear algebra elimination to recover the individual logarithms of the factor base elements.

## 4. Impact of projective polynomials on the DLP ([F] and [J])

Let $q=p^{l}$. In $[\mathrm{F}]$ and [J] we showcase algorithms when $p=2$ since it is the fastest case. Here, we also set $p=2$, but remark that the odd characteristic case can be handled after some minor changes.
Note that the probability of an arbitrary degree $d_{2}$ polynomial $g_{2}$ over $\mathbb{F}_{q}[X]$ splits over $\mathbb{F}_{q}$ is $1 /\left(d_{2}+1\right)$ !. If we choose $g_{2}(X)=X^{p^{k}}$, the left hand side of Eq (8) becomes

$$
X^{p^{k}+1}+a X^{p^{k}}+b X+c
$$

(that is to say, a $p^{k}$-projective polynomial) evaluated at $x$. Recall that $X \mapsto X+a$ converts the above polynomial to

$$
X^{p^{k}+1}+b^{\prime} X+c^{\prime}
$$

which can be then converted to the form $X^{p^{k}+1}+\epsilon X+B$ where $\epsilon \in\{0,1\}$. Theorem 1.9 shows that the probability that

$$
P_{B}(X)=X^{p^{k+1}}+X+B \in \mathbb{F}_{q}[X]
$$

splits over $\mathbb{F}_{q}$ is approximately $1 / p^{3 k}$ when $k \mid l$. When $l \geq 3 k$ such $B$ exists and this probability is much higher than $1 /\left(p^{k}+1\right)$ !.

REMARK 16.4. Recall that when $k \mid l$, a $p^{k}$-projective polynomial $f \in \mathbb{F}_{p^{l}}[X]$ has $0,1,2$ or $p^{k}+1$ $\mathbb{F}_{p^{l}}$-roots by Lemma 1.6 of Chapter 1 . The projective polynomial $f$ has $p^{k}+1 \mathbb{F}_{p^{l}}$-roots if and only if $f \sim_{\mathfrak{M}} X^{p^{k}}-X(c f .[E$, Lemma III.4]).

Assume for now $n=p^{k} \pm 1$. If we choose $g_{1}(X)=\gamma X^{\mp 1}$ then as $g_{2}(X)=X^{p^{k}}$, we obtain the polynomials $F(X)=X^{p^{k} \pm 1}+\gamma$. Furthermore, if $k \mid l$ then $X^{p^{k} \pm 1}+\gamma$ is irreducible whenever $\gamma$ has no roots of prime order dividing $\left(p^{k} \pm 1\right)$. In both cases, the right hand side of Eq. (8) has degree two and splits with probability $1 / 2$.
REMARK 16.5. The assumption $n=p^{k} \pm 1$ is quite restrictive. In the original papers, we employ a heuristic method which empirically works for arbitrary extension degrees $n \leq p^{k}$. We choose
$k$ as large as possible such that $k \mid l$ and $l \geq 3 k$ (by possibly embedding the original finite field $\mathbb{F}_{p^{l n}}$ where we seek discrete logarithms in a slightly larger extension field); and set $d_{1}$ as small as possible with $g_{1}$ satisfying the condition that $X-g_{1}\left(X^{p^{k}}\right)$ contains a degree $n$ irreducible factor. Experimentally, when $p=2$, setting $d_{1}=3$ (or $d_{1}=4$ ) seems to be sufficient to produce an irreducible polynomial of any chosen degree $n \leq 2^{k}$ which potentially can be as high as $n \approx 2^{k} \cdot d_{1}$. Although one prefers a heuristic-free algorithm, having such an assumption is standard in index calculus methods throughout its history [84, 82]. We explain here the most natural choice $n=p^{k} \pm 1$ which are called Kummer extensions and produce optimal (and rigorous, i.e., heuristic-free) results. The generic results in our original papers will be remarked and cited whenever necessary.
4.1. Relation generation via projective polynomials. Now we explain the polynomial time relation generation algorithm for the even characteristic case $p=2, q=2^{l}, n=2^{k}-1$, $l \geq 3 k$ and $k \mid l$. This is the setting of [J]. We have $g_{2}(X)=X^{2^{k}}$ and $g_{1}(X)=\gamma X$ as above.
Let $B \in \mathbb{F}_{q}^{\times}$be an element such that $P_{B}(X)$ splits (such $B$ can easily be generated, see $[\mathbb{F}$, Section 3.1]) and denote its roots by $\mu_{i}$ for $1 \leq i \leq 2^{k}+1$. For arbitrary $a, b \in \mathbb{F}_{q}\left(\right.$ with $\left.a^{2^{k}} \neq b\right)$ there exists $c \in \mathbb{F}_{q}$ with $\left(a^{2^{k}}+b\right)^{2^{k}+1}=B(a b+c)^{2^{k}}$ and we then find that

$$
f(X)=P_{B}\left(\frac{a b+c}{a^{2^{k}}+b} X+a\right)=X^{2^{k}+1}+a X^{2^{k}}+b X+c
$$

and that $f(X)$ also splits over $\mathbb{F}_{q}$, with roots $\nu_{i}=\frac{a b+c}{a^{2 k}+b} \mu_{i}+a$.
Now by the definition of $\mathbb{F}_{q^{n}}$ we have $x^{n}=\gamma$ and thus $x^{2^{k}}=\gamma x$, with $\gamma \in \mathbb{F}_{q}$. Hence in $\mathbb{F}_{q^{n}}$ we have

$$
f(x)=\gamma x^{2}+a \gamma x+b x+c=\gamma\left(x^{2}+\left(a+\frac{b}{\gamma}\right) x+\frac{c}{\gamma}\right)=\gamma g(x),
$$

where $g(X)=X^{2}+\left(a+\frac{b}{\gamma}\right) X+\frac{c}{\gamma}$. Hence, if the polynomial $g(X)$ splits, i.e., if $g(X)=$ $\left(X+\xi_{1}\right)\left(X+\xi_{2}\right)$, which heuristically occurs with probability $1 / 2$, then we find a relation of factor base elements, namely

$$
\prod_{i=1}^{2^{k}+1}\left(x+\nu_{i}\right)=\gamma\left(x+\xi_{1}\right)\left(x+\xi_{2}\right) .
$$

Such a relation corresponds to a linear relation between the logarithms of the factor base elements. Once we have found more relations than the cardinality of the factor base we can solve the discrete logarithms of the factor base elements by means of linear algebra.

Remark 16.6. We show in [ F , Section 3.3] that this approach using a generic $g_{1}$ (as explained in Remark 16.5) gives a heuristic polynomial time relation generation algorithm for the index calculus method (see [F, Heuristic Result 1] for details).
4.2. Degree two elimination via projective polynomials. Recall that Part (iii) of Method 16.1 progressively writes a high degree element of $\mathbb{F}_{q^{n}}$ as products of lower degree elements iteratively until it is written completely as degree one (i.e., factor base) elements. In $[\mathcal{F}, J]$, given an element $h \in \mathbb{F}_{q^{n}}$ considered as a degree $n^{\prime}$ polynomial in $\mathbb{F}_{q}[X]$ evaluated at $x$, we use classical descent techniques to write $h$ as a product of lower degree elements down to degree two elements (see [F, Section 4] and [J, Section 2.4]). Our original contribution of [F] regarding descent is the degree two elimination technique based on projective polynomials explained below.

Given a polynomial $Q(X)=X^{2}+q_{1} X+q_{0} \in \mathbb{F}_{q^{k}}[X]$ we aim at expressing the corresponding finite field element $Q(x) \in \mathbb{F}_{q^{n}}$ as a product of factor base elements. In essence, what we do is just the reverse of the degree one relation generation, with the polynomial $g(X)$ set to be $Q(X)$.
In particular, we compute (when possible) $a, b, c \in \mathbb{F}_{q}$ such that, up to a multiplicative constant in $\mathbb{F}_{q}^{\times}, Q(x)=x^{2}+q_{1} x+q_{0}$ equals $x^{2^{k}+1}+a x^{2^{k}}+b x+c$ where the polynomial $X^{2^{k}+1}+a X^{2^{k}}+b X+c$ splits into linear factors.
As $x^{n}=\gamma$ holds, we have $x^{2^{k}+1}+a x^{2^{k}}+b x+c=\gamma\left(x^{2}+\left(a+\frac{b}{\gamma}\right) x+\frac{c}{\gamma}\right)$ and comparing coefficients we find $\gamma q_{0}=c$ and $\gamma q_{1}=\gamma a+b$. Now letting $B \in \mathbb{F}_{q}^{\times}$be an element satisfying the splitting property and combining the previous equations with $\left(a^{2^{k}}+b\right)^{2^{k}+1}=B(a b+c)^{2^{k}}$ we arrive at the condition

$$
\left(a^{2^{k}}+\gamma a+\gamma q_{1}\right)^{2^{k}+1}+B\left(\gamma a^{2}+\gamma q_{1} a+\gamma q_{0}\right)^{2^{k}}=0 .
$$

Considering $\mathbb{F}_{q}$ as a degree $l / k$ extension over $\mathbb{F}_{2^{k}}$ this equation gives a quadratic system (in the sense of algebraic degree) in the $l / k \mathbb{F}_{2^{k}}$-components of $a$, which can be solved efficiently by a Gröbner basis method (cf. [75, Chapter 11]).
Heuristically, for each of the above $B$ 's the probability of success of this method, i.e., when an $a \in \mathbb{F}_{q^{k}}$ as above exists, is $1 / 2$. Choosing different $B$ 's until a successful descent is possible heuristically with an overwhelming probability whenever $l / k>3$.

Remark 16.7. In [J, Section 2.2] we explain how the choice of $g_{1}, g_{2}$ as above leads to a dramatic reduction on the size of the factor base via Galois automorphisms. Note that the complexity of the "Linear algebra" step of the index calculus method depends primarily on the size of the factor base. Moreover, our selection of $g_{1}, g_{2}$ also leads to computationally efficient data structures and algorithms. These are explained in [J, Section 3.3] and [F, Section 3].

Remark 16.8. In [ F , Heuristic Result 2 (i) and (ii)] we prove that these arguments lead to an $L_{q^{n}}\left(1 / 3,(2 / 3)^{2 / 3}\right)$ algorithm where $q^{n}$ satisfies [F, Eq. (5), p. 117] which means $q$ is "small" compared to $q^{n}$. Similarly, in [J, Section 5] we prove that the algorithm can be modified to give an $L_{q^{n}}(1 / 4)$ algorithm where

$$
L_{Q}(a, c)=\exp \left((c+o(1))(\log Q)^{a}(\log \log Q)^{1-a}\right)
$$

is used to measure running times of sub-exponential algorithms for $0<\alpha<1$. Note that $\alpha=0$ is polynomial and $\alpha=1$ is exponential. Note also that the parameter $\alpha$ is more significant than the parameter $c$ which is sometimes even omitted.

The "smallness" of the prime $p$ is also described by the $L$-notation. Let $p=L_{p^{n}}(\alpha)$. Then $p$ is said to be (i) small if $\alpha \leq 1 / 3$, (ii) medium if $1 / 3 \leq \alpha \leq 2 / 3$, and (iii) large (high-characteristic) if $\alpha \geq 2 / 3$ (see [ 82 , Section 4.1] for details such as the explanation for the overlap in the boundary cases).

Remark 16.9 (Record breaking DLP computations). We broke two records for discrete logarithm computations on characteristic two fields of order $2^{1971}$ and $2^{6120}[58,59]$. The first article [F] that broke the first record received the prestigious "Best Paper Award" at the conference CRYPTO (August 2013).
Similar algorithms were given by Joux [76, 77] independently, also breaking DLP records [78, 79, 80] during the same four-month period February-May 2013.
In [10], the first heuristic quasi-polynomial algorithm $\left(n^{\mathcal{O}(\log n)}\right)$ was given by Barbulescu et al., substantially improving upon the $L(1 / 4)$ algorithms. In [66], the degree two elimination
method of $[F]$ is generalized by Granger et al. to the so-called "ZigZag descent," to give another quasi-polynomial algorithm with fewer heuristic assumptions.

## 5. A rigorous degree two elimination analysis for quasi-polynomial DLP ([G])

In [G] we give a quasi-polynomial algorithm using a new degree two elimination step and a slightly modified ZigZag strategy of [66]. This algorithm accounts for a simpler and tighter analysis of quasi-polynomial DLP computations in small characteristic fields $\mathbb{F}_{q^{k_{0} k}}$ where $k$ is close to $q$ and $k_{0}$ is a small integer.
5.1. The setting. Let $q$ be a prime power, $Q_{0}=q^{k_{0}}$ a (small) power of $q ; h_{0}$ and $h_{1}$ two polynomials of degree at most 2 with coefficients in $\mathbb{F}_{Q_{0}}$. Assume that the polynomial $h_{1}(X) X^{q}-h_{0}(X)$ has an irreducible factor $I_{k}$ of degree $k$. (Computational evidence suggests that degree 2 should be enough to construct all finite fields with $k$ up to $q+2$, however this remains heuristic.) Then, this irreducible polynomial can be used to represent $\mathbb{F}_{Q_{0}^{k}}$ as $\mathbb{F}_{Q_{0}}[X] /\left(I_{k}\right)$. Moreover, if $\theta$ denotes a root of $I_{k}$ in the algebraic closure of $\mathbb{F}_{q}$ we see that:

$$
\theta^{q}=\frac{h_{0}(\theta)}{h_{1}(\theta)} .
$$

Since, $\theta^{q}$ is the image of $\theta$ by the Frobenius map, this representation is named Frobenius representation [83]. Let $\theta$ be a fixed root of $I_{k}$.
We want to find the discrete $\operatorname{logarithm} \log _{g} h$ where $h \in \mathbb{F}_{Q_{0}^{k}}^{\times}=\langle g\rangle$. The following method is the main algorithmic contribution of [G, Theorem 3] which has quasi-polynomial complexity.

Method 16.10. Let $l$ be such that $2^{l} \geq k>2^{l-1}$.
(i) Let $h^{r} g^{s}=R(\theta)$ for an irreducible $R \in \mathbb{F}_{Q_{0}}[X]$ where pdeg $R=2^{l}$, and for $r, s$ chosen uniformly at random. Such $R$ can be found using linear algebra [G, p. 2487].
(ii) We have for some $\alpha \in \mathbb{F}_{Q_{0}^{2 l}}$,

$$
\begin{aligned}
R(X) & =\prod_{i=0}^{2^{l}-1}\left(X-\alpha^{Q_{0}^{i}}\right) \\
& =\prod_{i=0}^{2^{l-1}-1}\left(X-\alpha^{Q_{0}^{i}}\right)\left(X-\alpha^{Q Q_{0}^{i}}\right) \\
& =\prod_{i=0}^{2^{l-1}-1}\left(X^{2}-\operatorname{Tr}\left(\alpha^{Q_{0}^{i}}\right) X+\operatorname{Nm}\left(\alpha^{Q_{0}^{i}}\right)\right)
\end{aligned}
$$

where $Q=Q_{0}^{2^{l-1}}$ and $\operatorname{Tr}$ and Nm denote the trace and norm from $\mathbb{F}_{Q_{0}^{2 l}}$ to $\mathbb{F}_{Q_{0}^{2 l-1}}$.
(iii) Now we have $2^{l}$ quadratic polynomials $S_{i} \in \mathbb{F}_{Q_{0}^{2 l-1}}[X]$ where

$$
S_{i}(X)=X^{2}-\operatorname{Tr}\left(\alpha^{Q_{0}^{i}}\right) X+\operatorname{Nm}\left(\alpha^{Q_{0}^{i}}\right)
$$

for $0 \leq i \leq 2^{l}-1$. We eliminate $S_{0}$ using the descent method explained in [ $G$, Section 4] (see Remark 16.11 below) which writes $S_{0}$ as a product of $q+3$ linear polynomials $X-\beta_{j} \in \mathbb{F}_{Q_{0}^{2 l-1}}[X]$ and some additional polynomials denoted by $\mathcal{E}$ (see [G, p. 2487]). For $1 \leq i \leq 2^{l}-1$, elimination of $S_{i}$ is now implicitly done since all $S_{i}$ are related via Galois automorphisms as shown in [G, Section 3, p. 2488]. In particular, for all $X-\beta_{j}$ that appears in the product, we have $X-\beta_{j}^{\sqrt{Q}}$ appearing in the product as well. Thus
$R(X)$ is now written as a product of $q+3$ quadratic polynomials from $\mathbb{F}_{Q_{0}^{2 l-2}}[X]$ and their Galois conjugates.
(iv) Now eliminate those $q+3$ quadratic polynomials over $\mathbb{F}_{Q_{0}^{2 l-2}}[X]$ to get $(q+3)^{2}$ quadratic polynomials over $\mathbb{F}_{Q_{0}^{2 l-3}}[X]$ and their Galois conjugates whose elimination data is just copied from the original similarly as in Part (iii), and some additional polynomials from $\mathcal{E}$.
(v) Continue this process until we reduce all to the factor base elements which correspond to $X-\gamma$ where $\gamma \in \mathbb{F}_{Q_{0}}$ and some additional polynomials denoted by $\mathcal{E}$. In total we would have eliminated $(q+3)^{\left\lceil\log _{2} k\right\rceil}$ quadratic polynomials.
(vi) We show in [G, Lemma 6], that the above degree two elimination can be done for one quadratic polynomial in $\mathcal{O}\left(q^{4}\right)$ arithmetic operations in the relevant field.
(vii) Repeating the process of writing $h^{r} g^{s}$ as a product of factor base elements for randomly selected $r, s$ more than $Q_{0}+q^{2}+q+7$ (the cardinality of the factor base) times, we can find the logarithm of $h$ using the linear algebra technique from [4] which requires $Q_{0}^{3}$ arithmetic operations (see [G, p. 2489].
(viii) Thus the total complexity of the algorithm is

$$
\mathcal{O}\left((q+3)^{\left\lceil\log _{2} k\right\rceil} q^{4+k_{0}}+q^{3 k_{0}}\right)
$$

finite field operations (see [G, Theorem 3]).
REMARK 16.11 (Descent as the solution of a finite field equation). The main mathematical contribution of [G] is as follows.
(i) We prove that degree two descent for a quadratic polynomial $f \in \mathbb{F}_{Q}[X]$ can be done if $f$ divides

$$
F=\left(a_{0}+a_{1} X\right)\left(b_{0}^{q} h_{1}(X)+b_{1}^{q} h_{0}(X)\right)-\left(b_{0}+b_{1} X\right)\left(a_{0}^{q} h_{1}(X)+a_{1}^{q} h_{0}(X)\right)
$$

for some (nontrivial choices of) $a_{0}, a_{1}, b_{0}, b_{1} \in \mathbb{F}_{Q}$.
(ii) We convert this condition to a finite field equality [G, Theorem 5 and Lemma 6], and show that it is possible for every choice of $f$ that this equality holds. We prove the following assertion: For any $a \in \mathbb{F}_{Q}^{\times}$, the equation

$$
\left(\frac{X^{q}-X^{Q}}{X^{q}-X}\right)^{Q+1}=a
$$

has a solution $X \in \mathbb{F}_{Q^{2}} \backslash \mathbb{F}_{Q}$ (see $[G$, Lemma 6] for details on $Q$ and $q$ ).
(iii) We explain in [G, Sections 4 and 5] how the existence of such $X$ for a given $a$ is in correspondence with the degree two descent of some $f$ (other than some exceptions).
(iv) In [G, p. 2495] we show that the degree two elimination can be done in $\mathcal{O}\left(q^{4}\right)$ arithmetic operations.
(v) The proof of [G, Theorem 5 and Lemma 6, pp. 2491-2496] is rather involved. See the original paper for details.

REMARK 16.12. Quite recently, in [98, 116] rigorous (heuristic-free) quasi-polynomial time algorithms for solving discrete logarithms on fixed prime finite fields were given using the socalled elliptic representation of finite fields. The current record DLP computation is in the binary finite field of order $2^{30750}$ by Granger et al. [65] at the time of writing.

## CHAPTER 17

## Conclusion

We list here the three most important open problems that cover every subject matter of the thesis.
(i) Finite semifields:

Problem 17.1 (Kantor's conjecture). Show that the number of pairwise non-isotopic semifields of odd order $Q$ is super-polynomial (i.e., not bounded by a polynomial) in $Q$.

A stronger version of the conjecture states that the number is exponential in $Q$. This should be solved for the even characteristic case as well since the current number there is super-polynomial (but not exponential) in $Q$.
(ii) Highly nonlinear functions/cryptographic permutations:

Problem 17.2 (The big APN problem). Find (a family of) APN permutations on even degree extensions $\mathbb{F}_{2}^{n}$ where $n>6$.
(iii) Discrete logarithm problem:

Problem 17.3. Give a polynomial time DLP-algorithm for small characteristic finite fields and quasi-polynomial time algorithms for medium and high characteristic finite fields.
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